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Digit-Level Semi-Systolic and Systolic Structures for
the Shifted Polynomial Basis Multiplication Over
Binary Extension Fields

Arash Hariri and Arash Reyhani-Masoleh

Abstract—Finite field multiplication is one of the most important oper-
ations in the finite field arithmetic. In this paper, we study semi-systolic
and systolic implementations of the shifted polynomial basis multiplication
and propose low time complexity semi-systolic and systolic array struc-
tures. We show that our proposed semi-systolic multiplier is faster than
its existing counterparts available in the literature. QOur application-spec-
ified integrated circuit (ASIC) implementation of the proposed semi-sys-
tolic multiplier demonstrates that reduction in time complexity is achieved
without imposing hardware overhead. Furthermore, our proposed systolic
array shifted polynomial basis (SPB) multiplier has a low time complexity
for general irreducible polynomials.

Index Terms—Binary extension fields, digit-level, multiplication, semi-
systolic, shifted polynomial basis, systolic.

I. INTRODUCTION

Cryptographic algorithms such as elliptic curve cryptography (ECC)
require different finite field arithmetic operations. Efficient design and
implementation of these operations affects the performance of cryp-
tosystems and consequently, has gained lots of interest in the literature,
e.g., [1]-[3], and [4]. One of the main finite field arithmetic operations
is the multiplication. The shifted polynomial basis (SPB), proposed in
[5], is a variation of the polynomial basis (PB). The available works
in the literature show that using the SPB results in efficient arithmetic
units, e.g., [1], [6]-[9], and [10]. In [1], bit-parallel multipliers are de-
signed for irreducible trinomials and type-II pentanomials, which are
faster than the best known polynomial basis and dual basis multipliers.
Similarly, it is shown in [6] that the SPB squarers are faster than their
PB counterparts. Using the SPB, a new approach for designing sub-
quadratic area complexity parallel multipliers is outlined in [7], where
the reported multipliers are better than the other similar ones in terms
of area and time complexities. Also using the SPB, different bit-parallel
multipliers are designed for irreducible pentanomials and trinomials in
[8] and [9], respectively. A parallel digit-serial SPB multiplication al-
gorithm is proposed in [10] which has lower time complexity than the
PB and Montgomery multiplication (MM) algorithms.
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A straightforward implementation of the projective Montgomery
scalar multiplication requires up to (m — 1)(6M + 34 + 55) +
(10M + 7A + 45 + T) clock cycles, where M, A, S, and T represent
the number of clock cycles for multiplication, addition, squaring, and
inversion, respectively [11]. The inversion using Itoh-Tsujii algorithm
requires [logy(m — 1)| + H(m — 1) — 1 multiplications and m — 1
squarings, where H (m — 1) denotes the Hamming weight of (m — 1)
[11]. As a result, accelerating multiplication significantly affects the
performance of an elliptic-curve based crypto-system.

Semi-systolic array structures provide low latency in comparison to
systolic array implementations and require fewer latches. Also, they
can be pipelined to increase the throughput of the system. In the litera-
ture, semi-systolic array implementations have been presented for the
finite field multiplication, see for example [12]-[15], and [16]. In the
case of the PB, a classic multiplication structure is proposed in [12]
which is studied in [13] comprehensively. For the Montgomery multi-
plication, [14] introduces a semi-systolic structure. Also, [15] and [16]
introduce low-latency semi-systolic Montgomery multipliers.

In systolic array structures, the global lines are avoided and the con-
nections are limited to local ones. This results in more efficient VLSI
implementations. In case of the PB multiplication, [3] and [17] outline
two structures for general irreducible polynomials, respectively. In [18]
and [19], optimized structures are proposed for the PB multiplication
using general irreducible polynomials and irreducible trinomials. A low
latency systolic structure is proposed in [20] for all-one and equally
spaced polynomials. Moreover, digit-serial systolic PB multipliers are
proposed in [21], [22], and [23] for general irreducible polynomials. A
systolic implementation of the PB multiplication is proposed in [24] for
irreducible trinomials with a low latency. In case of the Montgomery
multiplication, [25] proposes very low latency systolic multipliers for
special irreducible polynomials. Also, two scalable structures are pro-
posed in [26] and [27].

The two contributions of this paper are stated as follows. The first
contribution of this paper is introducing a new low time-complexity
digit-level semi-systolic array structure for the SPB multiplication. The
proposed structure is based on a similar technique used in [15], [16],
[28], and [10]. In our proposed structure, the parallel operations are
balanced and have the same critical path delay. The Montgomery mul-
tipliers presented in [29] include non-pipelined structures for special
cases of irreducible polynomials. The semi-systolic structure presented
in this paper is a low-latency pipelined multiplier with low critical path
delay. We show that our proposed semi-systolic multiplier has the least
time complexity among the existing ones available in the literature
including [12]-[16], and [30]. The second contribution is to propose
a digit-level systolic array SPB multiplier which offers a better time
complexity, in terms of the combination of the critical path delay and
latency, than the existing counterparts for general irreducible polyno-
mials, such as [3], [17], [19], [23], [26], and [27].

The rest of this paper is organized as follows. In Section II, we
present our semi-systolic array implementation of the SPB multiplica-
tion. In Section III, we propose a digit-level systolic array structure for
the SPB multiplication. In Section IV, we provide our implementation
results and comparisons. Finally, we conclude this paper in Section V.

II. SEMI-SYSTOLIC SPB MULTIPLICATION
The binary extension field GF'(2™) includes 2™ elements and is
associated with an irreducible polynomial defined as
F(z)=2" 4 fruor 2" fiz+ 1, £i €{0,1} (D)
fori = 1tom — 1. If x is a root of F(z), i.e., F(x) = 0, the
set {1,z,z%,..., 2™ '} is known as the polynomial basis (PB). As-
suming 0 < v < ' is an integer, the Shifted Polynomial Basis (SPB)
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for GF(2™) is defined as the set { ™~ *, =~ ', ... 2™ "1} [5]. As-
suming 4, B € GF(2™), one can write 4 = Z;’;Dl a;#'7" and
B = Y""""b;a'7", where a;,b; € {0,1}. The multiplication in the

SPB is defined as

m—1
C = Z etV = A- Bmod F(x). 2)

=0

Note that C' is also a field element of degree m — 1 — v.
By expanding B, the SPB multiplication shown in (2) can be written
as
C=boAr™" +biAz™" " 4o b,y Az
Hby A+ 4 by 1 A2 ' mod F(2).  (3)

Now, we split C' in (3) into two polynomials as follows:

C' =boAzr™" + b Az 1 by AxT mod F(z) 4
C" =byA+ by Ar 4+ by 1 A2 mod F(2). (5)

Our objective is to implement (4) and (5) independently and in par-
allel. In this regard, for (4) we define a recursive equation as

ACHD = 4D a hed F(x) ©)

where A'® = A andi = 1,.-- v — 1 and we write (4) as C' =
bo A 45, A0~ 4.4 p, 1 AN Now, another recursive equation
is defined as

C/(i+1) — bv,iA’(i) + Cl(i)_ i=1,--.v 7
where C"(O = ' = g and ¢" = 'Y As a result, C" is
obtained after v + 1 iterations (i.e., clock cycles). This is because one
extra iteration is required to compute A'D Let A’ pe represented as
0 gt g4 @2+ 0l Now, (6) is written as

A1

AGHD (a‘;(;g T a4 a\;}%*l) -2~ " mod F(x).

)
Using the fact that F(z) = 0, it follows ™' = 2™~' +
Frn—12™™2 4+ -« 4+ fi [29]. Thus, (8) is rewritten as
Al(i+1) _ ((lgi);{'miliv + (U/:)(Z‘)fmfl + Clgfll) :L'mfizfv
4ot (ag(i)ﬁ + a;(i‘)) 2 9)

It can be concluded from (9) that for general irreducible polyno-
mials, this operation has the critical path delay of 7’4 + T'x, where
T4 and T'x represent the delay of a two-input AND gate and a two-input
XOR gate, respectively. The second recursive equation, (7), is written as
C'EtD — (bu—z‘a:ffll+dff)_1)w'”_l_'"+- . -+(l>v_iag(i)+cg(i));v_”.
One can notice that this operation has the critical path delay of 74 +1'x
for general irreducible polynomials as well. As (6) and (7) are com-
puted in parallel, the computation of C’ in (4) has the critical path delay
of T4 + T'x and requires v + 1 clock cycles (i.e., iterations).

Next, we consider (5). The structure proposed in [13] can be used to
implement this part. First, the following recursive equation is defined
with the maximum degree of m — v — 1 using the SPB

A"CED = 470y mod F(x) (10)
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Fig. 1. One-dimensional semi-systolic SPB multiplier.

where A"(®) = Aandi = 0,---, m—v—2. By rewriting (5) and using
(10), one obtains C"" = by A + by AN 4.4 h_ APTVD,
which results in the following recursive equation:

C"UY =AD" =0, m—v—1 (11)
where "' = 0 and ¢" = C""~") Therefore, C"' is obtained
after m — wv iterations (i.e., clock cycles). Using the fact that ™ =
fmflwmfl + -4+ fix 4+ 1 and similar to (9), (10) can be realized in
hardware with the critical path delay of T4 + Tx . Similarly, (11) can
be implemented with the critical path delay of T4 + T'x.

Similar to C’, C"" is obtained by computing (10) and (11) in parallel.
As a result, this operation has the critical path delay of T4 + Tx and
requires m — v clock cycles (i.e., iterations). It is noted that (4) is a
SPB multiplication which only processes v least significant bits of the
operand B. Also, (5) is a PB multiplication which processes m —v most
significant bits of the operand B. As a result, the delay of obtaining C'
directly depends on the maximum delay of computing (4) and (5) which
require v + 1 and m — v clock cycles with the critical path delay of
T + Tx, respectively. As C' and C" are computed in parallel, it is
efficient to have equal latencies in computing (4) and (5). Thus, we are
interested in the following:

'1)+1:m/—1J:'1):LEJ. (12)

B

Note that (12) implies that m is an odd integer which is the common
case in cryptographic applications [31]. Therefore, based on (12), the
SPB multiplication can be performed efficiently if we choose v =
L(m)/(2)]. The algorithm associated with this SPB multiplication is
shown in Algorithm 1. In each cycle of this algorithm, two bits of B
are processed. In Steps 4 and 5 of this algorithm, we compute C' =
S g boe1—i(A - 27 mod F(x)) and € = SU_ boyi(A -
2 mod F(x)) which are equal to (4) and (5), respectively. Note that
in Algorithm 1,67 = 0.

Algorithm 1: Low time-complexity SPB multiplication algorithm

Inputs: A, B € GF(2™), F(z),v = |[(m)/(2)]
Output: C = A - B mod F(z)

Step 1: A" :=A,C":=0,A" :=A4,C":=0
Step 2: Fori:= 0to [(m)/(2)]

Step 3: A" := A"z mod F(x)

Step 4 C'i=by,_1 A+ C

Step 5: O = b, A" +C"

Step 6: A" := A" .2 mod F(z)

Step 7: C := C' + C" mod F(z)
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Fig. 2. (a) Two-dimensional semi-systolic SPB multiplier, (b) the cell (7, ),
(c) the left-most column cells (the black dots represent latches).
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Fig. 3. Digit-level systolic array cell (the black dots represent latches).

Now, we present a semi-systolic structure for Algorithm 1 in Fig. 1
using (6), (7), (10), and (11). The main loop in Algorithm 1 (Step 2)
has v + 1 iterations and consequently, the semi-systolic array struc-
ture requires v + 1 processing elements (PEs). The PEs represented by
PE; for: = 0 to v in Fig. 1 implement Steps 3—6 of Algorithm 1. To
show the parallel operations, these PEs are split into two smaller PEs.
The PEs represented by PE; o implement Steps 3 and 4, and the ones
represented by PE; ; implement Steps 5 and 6 of the algorithm. This
means that PE; o realizes (6) and (7), and PE; ; realizes (10) and (11).
Finally, the last step of the algorithm (Step 7) requires a different PE
which is labeled as PE' in Fig. 1.

Now, we present this semi-systolic array structure in more details as
shown in Fig. 2(a). The cells are shown with two indices represented
by (i,j), where 0 < i < [(m)/(2)] is the row number starting from

(S
TSI TS
= B L
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TSI < T
ey R B3 B R
|

Fig. 4. Digit-level systolic array implementation of the SPB multiplication
using general irreducible polynomials.

TABLE I
COMPARISON OF THE SEMI-SYSTOLIC ARRAY FINITE FIELD MULTIPLIERS
Structure #Cells A cell CPD Latency
XOR3: 1
[12]: PB m? AND: 2 | Ta +Txs3 m
Latch: 3
XOR: 2
[13]: PB m? AND: 2 Ta+Tx m
Latch: 3
XOR3: 1
[14]: MM m x (m+1) AND: 2 | Ta+Txs m+1
Latch: 3
T 1)xm | XOR:6
[30]: PB (Eﬁlsj m X)OR ANDg | TAt o
gates Latch: 5 X3 M
(IZE]+1)xm | XOR: 4
[15]: MM plus m XOR AND: 4 | Ta+2Tx | [2]+2
gates Latch: 5
([Z]+1)xm | XOR3: 2
[16]: MM plus m XOR AND: 4 | Ta+Txs | [B]+2
gates Latch: 6
([ZE]+1)xm | XOR: 4
Fig. 2: SPB | plus m XOR AND: 4 Ta+Tx [Z]+2
gates Latch: 5
TABLE II
ASIC IMPLEMENTATION OF SEMI-SYSTOLIC STRUCTURES
Multiplier Critical path | Latency | Area (um?) | Power (mW)
delay (ns)
m = 31
PB [13] ] 0.21 [ 31 [ 46,767.75 ] 54.23
SPB._ | 021 |17 | 41,307.23 |  47.56
m = 91
PB [13] | 0.28 [ o1 417,292.71 | 485.66
SPB [ 0.28 [ 47 362, 039.06 | 405.99
m =13
PB [13] | 0.28 [ 131 [ 863,966.36 [ 1,002.43
SPB | 0.28 [ 67  [752,009.93 | 836.67

the top row, and 0 < j < m — 1 is the column number starting from the
right-hand side column. The row ¢ in Fig. 2(a) represents PE; shown
in Fig. 1. To explain this structure, we show the internal structure of
the main cell (7, j) in Fig. 2(b). Note that PE; o and PE; ; have been
merged. However, to distinguish between different PEs, we have shown
the internal structures of PE; o and PE; ; with gray and white gates,
respectively. Corresponding to Steps 3—4 and 5-0, these two sets of
gates work in parallel without any interaction. The last row of the struc-
ture implements Step 7 of Algorithm 1 (i.e., PE’ is Fig. 1) which in-
cludes m two-input XOR gates. Note that in the first row of Fig. 2(a),
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TABLE III
COMPARISON OF DIFFERENT SYSTOLIC ARRAY GF(2™) MULTIPLIERS
Structure [ Polynomial | #Cells [ A cell [ CPD [ Latency
Bit-Parallel
[3]: PB General m? XOR: 2 AND: 2 Latch: 7 Ta+Tx 3m
[17]: PB General m? XOR: 1 AND: 2 Latch: 7 Th +Txs 3m
[19]: PB General m? XOR: 2 AND: 2 Latch: 2 Ta+Tx 3m
[25]: MM Trinomial m2 XOR: 1 AND: 1 Latch: 4 Ta+Tx m+ 1
Scalable with d = 2
[26]: MM | Trinomial Total: XOR: 9 AND: 4 SW: 2 Latch: 8[ 2] +8 Ta +Tx [2]% +2
[27]: MM General Total: XOR: 6 AND: 4 SW: 6 Latch: 8] 2] + 12 Ta+Tx 2+ [2](m+2)
Digit-level with d = 2
[23]: PB General ((%] )2 XOR: 8 AND: 10 MUX: 4 Latch: 21 | 2(Ta4 +Tx) + 3 [%‘[
Tymux
Fig. 4: SPB General (% )? plus XOR: 8 AND: 8 Latch: 28 Ta +Tx 3[2]+2
m XOR gates

one of the inputs b (the bottom horizontal line) is zero since in (4),
AW = A. 27! mod F(x) should be obtained first.

Considering Fig. 2(b), it follows that the critical path delay of
this structure is T4 + T'x and its latency is (| (m)/(2)] + 2) clock
cycle. This structure has two types of cells. As mentioned before,
(L(m)/(2)] + 1) first rows perform the multiplication (PE; to PE,)
and the last row performs the final addition (PE’). As a result, one can
state the following for the complexity of this multiplier.

Proposition 1: The semi-systolic implementation of the SPB mul-
tiplication includes m x ([(m)/(2)] + 1) cells of the first type (as
shown in Fig. 2), each of which contains four two-input AND gates,
four two-input XOR gates, and five latches for general irreducible poly-
nomials. Also, the last row requires m two-input XOR gates.

The cells shown in Fig. 2(b) can be further simplified in some cases.
Some of the inputs of the cells located on the top row are zero. This
results in removing some of the XOR gates. The same case happens in
the left-most and right-most columns as well, where aﬁ}l) =0 and
a,'v'(fl_ b _ 0, respectively. Also, all the cells located on the row la-
beled [(m)/(2)] only produce C’ and C"'. Consequently, all the gates
required to generate the other outputs can be removed. Fig. 2(c) shows
a case where the cells located on the left-most column have been opti-
mized based on a;(ifl) =0and f,, = 1.

III. SYSTOLIC ARRAY IMPLEMENTATION OF THE SPB MULTIPLICATION
USING GENERAL IRREDUCIBLE POLYNOMIALS

In this section, we design a digit-level systolic SPB multiplier using
general irreducible polynomials. From Fig. 2(a), one can notice that the
inputs b;s, 0 < i < m, are connected to the cells using global lines
which should be removed to achieve a systolic structure. Therefore, it
is required to latch all the horizontal connections as well.

Without lack of generality and for sake of simplicity, we set the
digit size to d = 2. Each basic cell in Fig. 2(a) processes two bits
of the operand B. Here, we modify the basic cells shown in Fig. 2(a) to
process two bits of the operand A as well. In this regard, we combine
two neighboring cells to form a new cell which is shown in Fig. 3. The
small dots on the interconnections show the necessary latches.

Fig. 4 shows the digit-level systolic SPB multiplier using general
irreducible polynomials. The new cell (i’, ;') in Fig. 4 is formed by
merging the cells (i',25") and (i’,2j" + 1) in Fig. 2(a). Since m is
chosen to be an odd number in cryptographic applications, the cells in
the left-most column have a simpler structure similar to the one shown
in Fig. 2(b). The small rectangular blocks on inputs b;s, 0 < i <
m, and outputs of row [(m)/(2)] represent the number of delay units
required to be considered on the corresponding connection. The delay
units for the vertical inputs of the first row of the digit-level systolic
array have not been depicted in Fig. 4 for simplicity. Here again some
of the cells shown in Fig. 4 can be further simplified. This includes all

the cells of the first row, where some inputs are fixed to zero and the
cells on the second last row where just C' and C'' should be computed.

From Figs. 3 and 4, the critical path delay of this structure is 74 +71'x
with the latency of 3[(m)/(2)] + 2 and each cell requires 8 two-input
AND gates, 8 two-input XOR gates, and 28 latches. The total number of
the cells is [(m)/(2)]? plus m two-input XOR gates for the last row.
The presented structure can be generalized for other even digit sizes as
well. Assuming d is the digit size, the general structure is constructed
by merging the cells of d/2 rows and d columns in Fig. 2(a). Then, the
cut-set systolization technique should be applied. As a result, each cell
will process d bits of both A and B.

IV. COMPLEXITY ANALYSIS AND COMPARISONS

The complexity results of the semi-systolic array implementation of
the finite field multipliers are summarized in Table I. For all the designs,
it is assumed that the input F'(x) is latched. Also, Txs and Ths repre-
sent the delay of a three-input XOR gate and a multiplexer, respectively.
Assuming m is an odd positive integer [31], this structure (without
simplification) requires 2m more two-input XOR gates and 2m more
AND gates in comparison with [13]. However, the proposed structure
requires about 0.5rn? — 61 less latches than [13] and its latency is al-
most a half of the latency of the other classic semi-systolic finite field
multipliers (e.g., [12], [13], and [14]). In comparison to the existing
parallel structures with d = 2 (i.e., [15], [16], and [30]), our proposed
multiplier offers the least critical path delay with a similar latency and
area complexity. Note that the multiplier of [30] requires some multi-
plexers and they have not been included in Table I. Also, the area com-
plexity of the multiplier proposed in [16] is presented in Table I for
general irreducible polynomials without any simplifying assumption.

To further evaluate the proposed semi-systolic SPB multiplier, it
has been implemented on 65 nm complimentary metal-oxide-semicon-
ductor (CMOS) ASIC technology using the Synopsys® Design Ana-
lyzer® and structural VHDL. We have also implemented the LSB-first
semi-systolic PB multiplier of [13] as a good comparison benchmark.
The Map Effort was set to medium with a target clock period of 1 ns.
The results are presented in Table II for some values of m up to 131
based on our available resources in the laboratory (i.e., memory con-
straints of the Sun machines). As one can see from the table, both struc-
tures have the same critical path delay. Since the proposed structure
requires less latches than the multiplier of [13] does, it has lower area
and power consumption.

The proposed digit-level systolic multiplier is compared to the ex-
isting systolic multipliers in Table III. Note that we have included the
multipliers which mostly have been designed for general irreducible
polynomials to have a fair comparison. However, some of the multi-
pliers included in this table are designed for trinomials which are ex-
pected to have better time and area complexities. It can be seen from
the table that the proposed multiplier has the critical path delay of
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Ta + Tx and the latency of 3[(m)/(2)] + 2. One can notice from
Table III that the proposed digit-level systolic array SPB multiplier has
a better time complexity while its area complexity is comparable to
the existing structures reported in [3], [17], [19], and [23]. In compar-
ison to [26] and [27], our proposed multiplier is faster however it has a
higher area complexity. The multiplier reported in [25] for irreducible
trinomials has a better time and area complexities (the lower bound
of the area has been reported in Table III). It is noted that this is ex-
pected since having the restriction of the polynomial to be a trinomial
simplifies the multiplication algorithm and the hardware implementa-
tion. However, our multiplier is designed for general irreducible poly-
nomials without any assumptions. Comparing to the multipliers pre-
sented in this paper, the multipliers of [29] are in a different category of
multipliers (non-pipelined multipliers). The MSB-first bit-serial Mont-
gomery multiplier presented in [29] has the same critical path delay of
Ta + T'x, however its latency is m clock cycles whereas the latency of
the semi-systolic multiplier proposed in this paper is [m /2] + 2 clock
cycles and it is pipelined. It can be concluded from Table III that our
proposed multiplier is faster than the existing ones designed for general
irreducible polynomials.

V. CONCLUSION

In this paper, we have proposed a digit-level semi-systolic array SPB
multiplier which has the critical path delay of T4 + Tx with the la-
tency of |m /2| + 2. This structure outperforms the existing semi-sys-
tolic structures in terms of time complexity (combination of critical
path delay and latency). Also, we have designed a digit-level systolic
array SPB multiplier which has the critical path delay of T4 + T'x and
the latency of 3[(m)/(2)] + 2. The complexity results show that our
proposed systolic structure has a better time complexity (combination
of critical path delay and latency) than the existing counterparts using
general irreducible polynomials.
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