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Abstract—Ethernet passive optical networks (EPONs) are de-
signed to deliver services for numerous applications such as
voice over Internet protocol, standard and high-definition video,
video conferencing (interactive video), and data traffic. Various
dynamic bandwidth allocation and intra—optical network unit
(ONU) scheduling algorithms have been proposed to enable
EPON:s to deliver differentiated services for traffic with different
quality of service (QoS) requirements. However, none of these
protocols and schedulers can guarantee bandwidth for each class
of service nor can they protect the QoS level required by admitted
real-time traffic streams. In this paper, we propose the first frame-
work for per-stream QoS protection in EPONs using a two-stage
admission control (AC) system. The first stage enables the ONU
to perform flow admission locally according to the bandwidth
availability, and the second stage allows for global AC at the optical
line terminal. Appropriate bandwidth allocation algorithms are
presented as well. An event-driven simulation model is imple-
mented to study the effectiveness of the proposed schemes in
providing and protecting QoS.

Index Terms—Access networks, admission control, ethernet
passive optical network (EPON), quality of service (QoS).

I. INTRODUCTION

HE Ethernet passive optical network (EPON) [1] rep-

resents the convergence of inexpensive and ubiquitous
Ethernet equipment with low-cost fiber infrastructure. It is
viewed as an attractive solution for the broadband access net-
work bottleneck; EPON is a point-to-multipoint access network
with no active elements in the signal’s path from source to
destination. It has been standardized by the IEEE 802.3ah
Working Group [4], and it comprises one optical line terminal
(OLT, at the Central Office) and a number of optical network
units (ONUs) and provides broadband video, data, and voice
services to end customers. EPON systems currently deploy only
one channel for downstream traffic and another channel for
upstream traffic. In the downstream, Ethernet frames are broad-
cast by the OLT and are selectively received by each ONU.
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In the upstream, multiple ONUs share the same transmission
channel to transmit data and control packets to the OLT. Since
ONUs are unable to detect collision and due to the difficulty
to implement a carrier sense multiple access with collision
detection, it is necessary to design a mechanism that arbitrates
the access of ONUs to the shared medium [13]. This is achieved
by designing an appropriate medium access control (MAC)
protocol. Current MAC supports time-division multiple access
(TDMA), where each ONU is allocated a fixed or dynamic time
slot to transmit data to the OLT, and each ONU buffers packets
received from different subscribers until they are transmitted
in the assigned window. Currently, broadband access providers
view quality of service (QoS) and multimedia-capable networks
as essential ingredients to offer residential customers video-
on-demand, audio-on-demand, voice over Internet protocol,
and high-speed Internet access. Furthermore, broadband access
networks, particularly EPON, are especially appropriate for
peer-to-peer (P2P) applications. Garcia et al. [3] have shown
that P2P applications represent a high fraction of the upstream
traffic in a hybrid fiber—coax cable access network. Unlike early
file-sharing applications (such as Napster and Gnutella), many
recent P2P applications include live media broadcasting, high
bandwidth content distribution, and real-time audio conferenc-
ing and require high-performance access networks in order to
deliver satisfying QoS to the users. Hence, in order to provide
QoS in the access network, bandwidth management on the up-
stream channel is essential. Various inter-ONU and intra-ONU
scheduling approaches have been recently proposed in order
to enable the support of QoS. However, in order to support
and “protect” the QoS of real-time traffic streams, one needs,
in addition to bandwidth allocation and service differentiation,
an admission control (AC) algorithm that makes decision on
whether or not to admit a new real-time flow based on its
requirements and the upstream channel usage condition. We
note that the problem of QoS protection is significant in EPONs
because the bandwidth allocated by the OLT to one ONU can
only be guaranteed for a significantly short time (e.g., one
cycle). Furthermore, appropriately controlling the admission
of real-time traffic streams will prevent malicious users from
manipulating the upstream channel by sending traffic into the
network more than their service level agreement (SLA). Ac-
cordingly, in this paper, we will present a suitable AC scheme
that may be deployed in EPONSs in order to support QoS and
protect it and enable the transmission of emerging real-time
traffic with guaranteed performance. The rest of the paper is
organized as follows. In Section II, we present the recent work
related to supporting QoS in EPONSs. A solution for intra-ONU
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scheduling based on the deficient weighted round robin
(DWRR) [6] is presented in Section III; this scheme ensures that
every class of traffic gets a fair share of the assigned bandwidth
at the ONU. Section IV presents our AC scheme with a detailed
analysis. Section V presents the performance evaluation, and
finally, we conclude in Section VI.

II. BACKGROUND AND RELATED WORK

Dynamic bandwidth allocation (DBA) is deployed at the
OLT to assign bandwidth for different ONUs; DBA uses the
services offered by the multipoint control protocol (MPCP)
to communicate the assigned transmission windows (TWs) to
their appropriate ONUs. MPCP is a signaling access protocol
that is developed and standardized by the IEEE 802.3ah Task
Force [4] and used for inter-ONU bandwidth scheduling. The
OLT gathers information from different ONUs and dynamically
allocates bandwidth to ONUs through the use of REPORT
and GATE messages of MPCP. Within each cycle, ONUs
use REPORT messages to report its bandwidth requirements
(e.g., buffer occupancy) to the OLT. Upon receiving REPORT
messages from the ONUs, the OLT performs the appropriate
bandwidth allocation computation and broadcasts a GATE mes-
sage to each ONU, containing the appropriate transmission
grants (transmission start Tg¢,p¢ and transmission end Teopq).
Note that MPCP does not specify any particular bandwidth
allocation algorithm. Instead, it is designed to facilitate the
implementation of DBA algorithms. Various DBAs have been
proposed so far; they can be categorized into algorithms with
statistical multiplexing and its various extensions [1] and al-
gorithms with QoS support [2], [8], [10]. For a detailed re-
view about DBA, we refer the reader to [1]. Locally, at the
ONU, upon receiving traffic “flows” from end users, the ONU
performs three main operations before transmitting its packets
on the upstream channel. First, it classifies every newly arriv-
ing packet using a “packet-based” classifier. Next, and before
placing packets in the corresponding priority queues (PQs),
the ONU may decide whether a packet should be admitted,
depending on the adopted traffic policing (e.g., AC) mecha-
nism. Finally, the ONU will schedule packets from its queues
(also known as intra-ONU scheduling) for transmissions in the
assigned TW allocated by the OLT (depending on the inter-
ONU scheduling algorithm). There are two types of intra-ONU
scheduling: strict priority (SP) and non-SP scheduling algo-
rithms. In SP scheduling, a queue with a lower priority is
scheduled only if all queues with a higher priority are empty.
However, this may result in a starvation for low-priority traf-
fic, which results in the so-called “light-load penalty.” Non-
SP scheduling, on the other hand, addresses this problem by
allowing reported packets (regardless of their priority) to be
transmitted first as long as they are transmitted in the allocated
TW [2]. Further, the transmission order of different PQs is
based on their priorities. As a result, all traffic classes have
access to the upstream channel while maintaining their prior-
ities; this enables fairness in scheduling. On the other hand,
Ghani et al. [7] proposed a new intra-ONU scheduling scheme
named “modified start-time fair queuing” (M-SFQ). Here, the
scheduler selects for transmission the queue with the minimal
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start time, which is derived from the head-of-line (HOL) packet
in each queue and synchronized with a global virtual time.
Kramer et al. [5] recently proposed a new hierarchical sched-
uler that fairly divides the excessive bandwidth that results from
lightly loaded ONUs among PQs from different ONUs. Most
recently [15], a n OLT-centric DBA, which employs a credit-
pooling technique, combined with a weighted-share policy of
the upstream channel, was proposed. The scheme provides
superior fairness among various classes of service (CoSs) of
different ONUs.

III. DECENTRALIZED INTRA-ONU SCHEDULING

To date, a wide range of scheduling schemes have been
studied [e.g., weighted fair queuing (WFQ), self-clocked fair
queuing (SCFQ), start-time fair queuing (SFQ), weighted round
robin (WRR), and stratified round robin (SRR)]. One distin-
guished scheme for achieving fairness with low complexity is
the DWRR [6]. In this paper, we propose a modified algorithm
(M-DWRR) to enforce fairness among the various CoSs.

A. DWRR Scheduling Discipline

DWRR, as proposed, defines the following three main
parameters for each CoS or PQ i:

1) a “weight” «; that defines the percentage of the output
port bandwidth that is allocated to the queue;

2) a “deficit counter” DC(4) that specifies the total num-
ber of bytes that the queue is permitted to transmit in
each scheduler’s visit; the DC saves “credits” remaining
from previous scheduling visit and adds them to the DC
of the next visit until the queue is empty, and hence,
DC(i) =0;

3) a “quantum” (%) that is proportional to «; and is
expressed in bytes.

First, a round robin (RR) scheduler initializes the deficient
counters, DC'(i) = 0,;—0...., where z is the number of PQs,
and then visits each nonempty queue and determines the size
(in bytes) of the HOL packet. (i) is computed from the
available port bandwidth as follows:

Q(Z) = |—ai X Bport~| (1)

where B, is the bandwidth that is available on the transmis-
sion port (in bytes). Next, the scheduler computes

DC(i) = DC(i) + Q(i). )

At this time, it checks if the HOL packet is greater than
DC(3); if yes, it moves to the next queue and “saves” the
remaining credits in DC/(7); otherwise, it will select the packet
for transmission and updates its deficient counter as follows:

DC(i) = DC(i) — SHOL 3)

where SHO is the size of the HOL packet in queue i. When
queue ¢ is empty, DC(i) is reset to 0, and the pointer of the
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RR scheduler moves to the queue with a lower priority. The
advantages of DWRR over other schemes are listed as follows.
1) DWRR accurately supports weighted fair bandwidth dis-
tribution for CoS queues of variable-length packets.
2) DWRR combines both the class-based queuing approach
along with the WRR scheduling scheme.
3) DWRR has a lower complexity than WFQ and can be
implemented in hardware.

B. Integrating DWRR With EPON

In EPON, every ONU maintains a number of PQs where
incoming packets are classified and queued based on their pri-
orities. Unlike the system that was discussed in Section III-A,
in EPON, the ONU accesses the channel during the assigned
TW that is specified by Tiiart and Tiengen. Hence, ONU j will
compute the quantum for each queue ¢ based on the weight
assigned to the queue and the TW allocated by the OLT.
Therefore, DWRR will have to set its three defined parameters,
namely, o; j, DC(4, j), and Q(%, j), for each queue . Suppose
that the allocated TW is of size S; (in bytes) and is computed
as follows:

i=1

S; = min (Bmm + Blcessr Rm-) (4)

where R; ;,% = 1...x is defined as the requested size of each
queue 4, Bl .. is the excess bandwidth that is allocated to

ONU j, and B, is the minimum guaranteed bandwidth [2].
Then the quantum is computed as follows:

Q(i,7) = [y x S5]. 5)

The update of the deficient counter is computed as in (2). Note
that Q(i,7) can be set by the OLT and incorporated in the
GRANT message.

C. Modified DWRR (M-DWRR)

As mentioned earlier in this paper, the DWRR scheduling
discipline visits each PQ in an RR fashion. Moreover, after each
visit made by the scheduler to all PQs, the deficient counter
is updated according to the rules explained in Section III-A
On the other hand, in M-DWRR, once the scheduler has fin-
ished visiting all the queues, the remaining bandwidth from the
assigned TW of the current cycle is distributed to all the PQs
based on the corresponding weights, i.e.,

remain

DC(i,j) = DC(0,J) + | iy X Blogaa|  (©)
where B . is the remaining bandwidth (in bytes) from the
assigned TW of the same cycle. This remaining bandwidth is
found from the unutilized bandwidth after the first scheduling
visit to all PQs. In other words, since the TW is divided
among PQs, depending on their weights (and not their needs),
some queues might not utilize all their corresponding assigned
bandwidth. Thus, in order to eliminate the waste of bandwidth,
we reallocate this portion to the PQs based on the same weight
assignment. Alternatively, the ONU might follow a different
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“update scheme” and, hence, revalidates the deficient counters
based on a different weight assignment scheme, which may
be derived from the different traffic requirements and queues
occupancies rather than the original weight agreement. Fur-
thermore, another “update discipline” might be implemented,
where DC'(7,7) is computed as in (6), but if the allocated
bandwidth of a higher priority is not needed (i.e., queue is
empty), it will be distributed to the queues with a lower priority.
However, since high-priority traffic is delay sensitive and since
incoming packets might arrive after the described distribution,
the scheduler must permit transmission of these packets by
setting a flag that triggers its pointer, upon the arrival of these
packets, to the appropriate queue. In this way, a high-priority
traffic delay is preserved, and its jitter is protected. On the other
hand, the scheduler might allocate the remaining bandwidth in
a traditional RR fashion while assigning bandwidth for each
nonempty queue such that this allocated bandwidth is “just”
equal to the HOL packet of each queue.

The advantage of such a scheme and of DWRR in partic-
ular is that each ONU can adaptively set (depending on the
traffic demand and the SLA) its own weights in both phases
(i.e., initially and/or after computing B} .. Hence, every
CoS is guaranteed to receive locally at the ONU a fair share or a
fair access to the bandwidth allocated by the OLT. However, the
drawback of this scheme and of other schemes proposed so far
is that there is no guarantee that each ONU will get the band-
width that is required to service its admitted streams while satis-
fying their QoS requirements. A bandwidth-guaranteed polling
(BGP) scheme was proposed in [8] to provide guaranteed QoS;
here, the ONUs are divided into bandwidth-guaranteed (e.g.,
premium subscribers) and best effort (BE) ONUs. However,
BGP does not consider the case of multiservice ONUSs, where
both bandwidth- and QoS-guaranteed and BE users coexist.
Further, BGP does not provide any QoS protection for existing
streams in a more dynamic environment.

IV. AC IN EPON
A. Preliminaries

In order to provide sustainable QoS in the access network,
bandwidth management on the upstream channel is essential.
In order to support and protect the QoS of real-time traffic
streams, one needs, in addition to bandwidth allocation and
service differentiation, an AC algorithm that makes decision on
whether or not to admit a real-time traffic stream based on its
requirements and the upstream channel usage condition. As we
mentioned earlier, the problem of QoS protection is significant
because the bandwidth allocated by the OLT to one ONU
can only be guaranteed for one cycle. Furthermore, appropri-
ately controlling the admission of real-time traffic will prevent
malicious users from manipulating the upstream channel by
sending traffic into or requesting bandwidth from the network
more than their SLA. Accordingly, AC helps in protecting the
QoS of existing traffic and admit new flows only if their QoS
requirements can be guaranteed.

In current EPONSs, the bandwidth of the upstream channel
is shared among different ONUs using a TDMA scheme. The
OLT allocates a transmission bandwidth for every ONU that
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Fig. 1. Proposed cycle framework.

is either equal to its bandwidth request from the previous
cycle, equal to the minimum guaranteed bandwidth (Biy,iy),
or equal to the minimum guaranteed bandwidth plus a surplus
bandwidth that may remain unused in the cycle. Clearly, the
bandwidth of one ONU cannot be guaranteed and may vary
from one cycle to another according to the load at other ONUs.

Bandwidth reservation resolves the uncertainty in allocat-
ing enough bandwidth that results from the load variations
at different ONUs. Hence, each ONU is required to reserve
bandwidth for its real-time streams in order to satisfy their QoS
requirements. Once this bandwidth is reserved, the OLT can no
longer allocate it to other ONUs. Every ONU is guaranteed
a new minimum bandwidth (By,i,) and could be allocated
up to a maximum bandwidth (B,.x) in order to allow other
ONUs to receive their share of the channel. BE traffic shares
a fraction of the total cycle Teycle (Teycle < 2 ms in EPONs
[2]), e.g., a X Tycle, Wwhere o < 1. When « = 0, all the band-
width of the upstream channel is used to transmit bandwidth-
guaranteed traffic.

The new cycle ((1 — &) X Teycle) is used to provide services
for bandwidth-guaranteed traffic. This new cycle, in turn, is
divided into two subcycles 77 and T5; the OLT computes the
minimum guaranteed bandwidth (By,;,) for each ONU using
Ti,1.e., Bmin = (Toye — N X Ty) X /8 x N, where £ is the
transmission speed of the passive optical network (PON: in
megabits per second), N is the number of ONUs, and T}, is
the guard time that separates the TW for every ONU,, and
ONU,,+1. The ONU has total control over this bandwidth,
whereas the bandwidth of the second subcycle is under the
control of the OLT (please refer to Fig. 1 for a graphical elabo-
ration, with N = 4). This new system enables us to implement
a two-step AC: the first is a local AC (LAC) at the ONU,
and the second is a global AC (GAC) at the OLT (as will
be explained later in this paper). Note that, although the min-
imum guaranteed bandwidth is under the control of the ONU,
the scheduling of various ONUs is still centrally done at the
OLT in order to achieve a collision-free access to the upstream
channel. The two subcycles are selected to be of equal length;

however, if T < T5, then the OLT will have more control
over the bandwidth with less guaranteed bandwidth per ONU.
Conversely, the ONU is guaranteed more bandwidth, which
may be unutilized if the load at a particular ONU is not high.
Under our assumption of equal lengths for the subcycles, we
set the maximum bandwidth that a highly loaded ONU can be
allocated, i.e., Bpax = 0 X Bpy. For example, when 6 = 3,
a highly loaded ONU may or could be assigned a maximum
of 2 X B, from the second half cycle and, hence, a total of
3 X Bmin per cycle. For real-time applications, QoS metrics can
be predefined in a policy control unit (PCU), and various thresh-
olds could be specified/defined. For example, if the expected
drop rate or the delay requirement for a certain flow/application
cannot be respected, the flow should not be admitted. Such a
stream if admitted will experience a degraded level of service
and will also degrade the QoS of existing streams. Alternatively,
BE traffic is never rejected and is always guaranteed a minimal
bandwidth (Bg%“). Hence, to achieve these goals, the following
two rules should not be violated before and after admitting a
new real-time flow.

1) The QoS of each real-time stream (existing or new)

should be guaranteed.

2) The BE traffic throughput BE},;qughput > Bg%“.
In every cycle, the ONU reports to the OLT the BE buffer
occupancy for bandwidth allocation in the next cycle; for real-
time streams that the ONU has already admitted, the OLT will
schedule only their transmission since the bandwidth of each
stream has already been predetermined and reserved, and it is
guaranteed per cycle for the rest of the lifetime of each stream.

B. Traffic Characteristics and QOS Requirements

The admission decision for a new flow should be made
according to both admission policies and QoS requirements
often supplied by the application layer at the end users. The
set of parameters that characterize the traffic stream varies from
one traffic class to another. For example, constant bit rate (CBR)
traffic is nonbursty and characterized by its mean data rate p,
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which makes it quite predictable. With respect to QoS, CBR
traffic requires stringent packet delays and delay variations
(jitter). Alternatively, variable bit rate (VBR) traffic is quite
bursty and may be characterized by the following parameters
[9]: mean data rate p (in bits per second), peak arrival data
rate o (in bits per second), and maximum burst size p (in bits).
The delay bound 6, which is the maximum amount of time
in units of microseconds allowed to transport a traffic stream
(flow) measured between the arrival of the flow to the MAC
layer and the start of transmission in the network. BE traffic, on
the other hand, is bursty and requires neither delay requirements
nor guaranteed bandwidth (note that network operators may set
a certain minimum bandwidth that should be guaranteed for BE
traffic; e.g., by appropriately adjusting o).

When these parameters are specified by the end user, the
problem left for the AC unit (ACU, which is either at the
ONU or OLT) is simply to determine whether a new stream
¢ should be admitted and whether its QoS requirements can be
guaranteed while the QoS requirements for the already admitted
streams can be protected. For CBR traffic, the admission deci-
sion is straightforward: if the mean data rate y; (g; = p; is the
guaranteed rate) can be supported, then the stream is admitted.
Hence, enough bandwidth per cycle should be reserved to
guarantee the stream data rate. Here, the average delay of CBR
traffic is guaranteed to be bounded by the length of a cycle. For
VBR traffic, the ACU may decide to admit a stream only if its
peak rate can be supported (for the best QoS) or may admit
the stream as long as the mean data rate is available [9]. The
former approach ends up admitting few streams, and the latter
approach barely supports QoS for bursty streams. Therefore, a
guaranteed bandwidth based on the traffic parameters could be
derived, and we use a dual-token bucket for traffic regulation;
this dual-token bucket is situated at the entrance of the MAC
buffer and is associated with each stream. The guarantee rate
for a VBR flow ¢ can be easily derived [9] as follows:

9= 37— pi- (7

Consequently, a conventional rate-based AC [11] can be used
to determine whether a new stream can be admitted or not. For
example, if ST is the bandwidth (in bits per second) that is
allocated and reserved for ONU j, then a new flow ¢ + 1 could
be admitted if

gl + Z gl < SV ®)

where h; is the number of real-time streams (CBR or VBR)
at ONU j. Note, however, that in EPON, the bandwidth that
is assigned per ONU is not guaranteed, as mentioned earlier.
Hence, we next propose a two-step AC scheme that will provide
guaranteed bandwidth for each stream.

C. LAC

Each ONU is guaranteed a minimum bandwidth per cycle
Bin, and accordingly, the ONU can locally perform rate-based
AC that is based on the bandwidth requirement of the new
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arriving flow and the bandwidth availability. For example, if
g; is the guarantee rate for the new flow f arriving at ONU j,
then the bandwidth requirement (in bytes) per cycle for the
new flow is: ij = g; X Teycle- Therefore, this new flow will
be admitted if

h;
R} + Y R}, < Buin ©)

i=1

where h; is the total number of flows already admitted by
the ONU, RJ is the bandw1dth requirement for a flow f;,
ij = gf X Tcycle, and g is the guarantee rate (in bits per
second). The LAC cla351ﬁes the arriving flow into BE traffic
or real-time traffic. BE traffic is always admitted. For real-time
traffic, the ONU will derive the guarantee rate and check (9). If
(9) holds, then the ONU will conditionally admit the flow and
monitor its QoS for a predefined number of cycles (e.g., for
20 ms). If the QoS requirements of the newly admitted flow are
satisfied and the QoS of existing flows remain intact, then the
flow is admitted. Otherwise, the flow is dropped.

D. GAC

When a flow f cannot be admitted locally at the ONU
due to bandwidth insufficiency, the ONU reports the arrival
of a new flow to the OLT.! The OLT may admit this new
flow only if there is bandwidth that is available in the second
subcycle 75 and if the ONU that is sending the request has not
been allocated more than B, ... Hence, the OLT maintains a
variable for every ONU designating the bandwidth allocated
so far to this ONU, i.e., Balloc Zf;l Rf , Where Rg denotes
the guaranteed bandwidth for already admitted h; flows for
ONU j. The OLT also maintains another variable that indicates
the bandwidth that is still available (i.e., not committed yet),
namely, Bayail, in T5. The new flow may be admitted if the
following two conditions hold simultaneously:

h;
J J

i=1

(10a)

R} < Baai. (10b)
Upon admitting a new flow, the OLT will reserve additional
bandwidth for ONU j and update accordingly the total available
bandwidth: Bayaii = Bavail — R;. Similarly, the OLT performs
the algorithm above for every admission request of a new flow
at any ONU. A flow will be rejected if at least one of the
two conditions above is not satisfied. If both conditions are
satisfied, then the OLT will conditionally admit the new flow
and monitor its QoS parameters for the subsequent n cycles
in order to determine whether it finally should admit the flow.
When a flow leaves the network, the ONU reports to the OLT,
and the latter will update the available bandwidth accordingly:
Bavail = Bavail + ij

IThis reporting is assumed to be done over the MPCP protocol. However,
if another control plane is assumed for EPONS, then this information could be
carried by the signaling protocol, e.g., the reservation protocol, of this plane.
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E. Issues and Solutions

In the proposed AC scheme, every real-time stream is pro-
vided a guaranteed bandwidth that is computed based on the
guarantee rate of the flow and is reserved and fixed per cycle.
The OLT then allocates a TW that encompasses all the guaran-
teed bandwidth for every ONU per cycle. A subtle issue may
arise, however; i.e., guaranteeing bandwidth per flow per cycle
could ultimately waste the bandwidth. This issue is attributed to
the burstiness of real-time traffic. In other words, if one ONU
is being reserved bandwidth for a particular flow per cycle and
has no traffic from this flow to transmit, then this bandwidth is
not utilized and wasted. This issue arises because the allocation
is done now statically (i.e., reservation) and not dynamic as in
traditional EPON systems, where the bandwidth is allocated on
demand. Moreover, if a flow had more bytes to be sent than the
reserved ones (i.e., guaranteed), then the purpose of providing
guaranteed bandwidth in every cycle will be defeated. This is
because estimating the bandwidth requirement for a flow based
on its guarantee rate does not accurately reflect the real nature
of the traffic, especially with respect to the arrival of its packets
in a short period (i.e., the short length of the cycle) and, hence,
the inefficiency of the bandwidth prediction and reservation.

To resolve the above problem, we propose a two-branch
solution. First, the OLT selects a supercycle (Tsc = A X Teycles
where A is a constant), and every admitted real-time flow is now
guaranteed a bandwidth per Tg.. The purpose of this proposal is
to mitigate the inefficiency of the bandwidth reservation caused
by the short-time prediction, and thus, a more accurate band-
width estimation will take place. Here, as before, the period
(1 — @) x Ty is divided into two periods, namely, 77 and T5.
Each ONU is now guaranteed a bandwidth of B}, which
is computed based on 7. The OLT controls the remaining
bandwidth of the supercycle. Upon the arrival of a new flow
f at ONU j with guaranteed bandwidth B/, the flow is either
admitted/rejected locally at the ONU or globally by the OLT,
as described earlier in this paper. Second, we ensure that the
reservation does not waste any bandwidth. Here, we apply
a crediting system where each flow’s estimated bandwidth is
saved as credits at the OLT. In other words, every time a
flow is admitted, the OLT will be informed, and it will com-
pute/estimate a total credit (number of bytes available per Ty,
for this flow) C] = Bf ¢ x Ty, where T7_ is the period between
the arrival of the ﬂow and the end of the current supercycle.
The OLT also maintains a total credit per type of traffic (i.e.,
CCBR for CBR and C’%BR for VBR) per ONU; e.g., C’CBR =

Zz 1 C’ , where Nj; is the number of CBR flows at ONU j.
Now, in every cycle, the OLT deducts the requested/allocated
bandwidth of this flow from its reserved credits until the time
of a new supercycle. At this point, the credits are reset to the
estimated ones. Next, we will explain how this solution will
help in designing a DBA with effective reservation scheme.

F. AC-Enabled DBA Scheme (AC-DBA)

To apply the solutions proposed in the pervious section, we
propose a new hybrid DBA that will perform both bandwidth
allocation and reservation at the same time. The ONU reports
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to the OLT, in every cycle, its buffer occupancy Qcpr(n — 1),
Qver(n — 1), and Qpg(n — 1), where n is the cycle number)
and requests transmission bandwidth accordingly. However,
here, the OLT will allocate bandwidth to each CoS at each
ONU according to its remaining available credit in the current
supercycle, as well as based on the requests received from other
ONUs. Let ALpp (1), AL pp (n), and Ay (n) be the bandwidth
allocated for ONU j; then, we have

N
Z (AéBR + AVBR( )) < Beycle — Tét - (N x Bglén)
(11)

) <N x BEi»

ZA

(12)

where Byl s the total bandwidth available in Tycle, Tgtt is
the total guard time (in bytes) between ONU transmissions, and
BRI is the minimum guaranteed bandwidth (in bytes) for BE
traffic, which is computed as follows:

Tcycle X a?\?sc

8 X Ty

Tcycle X o

Bmin _
BE 8 x N

x &= x & (13)
where ¢ is the PON speed (1 Gb/s). Every time the OLT
allocates bandwidth to one ONU, it will adjust the available
credit for every CoS accordingly: Clpg (n) = Clpr(n — 1) —
AéBR/(n). The credit for VBR traffic is similarly updated. If
the ONU has run out of credits, then the OLT does not allocate
any bandwidth for this CoS at this ONU during this supercycle.
As for the computation of the available bandwidth for each
CoS, the OLT waits until all requests [i.e., R(Qlggr(n — 1) +
QLpr(n — 1) + QLg(n —1)] are received from all ONUs.
If Z;V:I( Cer(n— 1) +Qypr(n—1)) < chcle_Tét_N X
BRR, then Afpg(n) = min( eer(n — 1), Cipr(n —1));
similarly, for VBR traffic, A{pg(n)=min(Q{zg(n—1),
Cpr(n —1)) and their credits for both CBR and VBR are
updated accordingly. Otherwise, the OLT will compute the total
guaranteed bandwidth B; for each ONU j as follows:

Bin— 1) = Rj(n—1) x (B;ycle - T} — (N x BEi))
Zj:l Rj(n—1)

(14
where Rj(n — 1) = QLgr(n — 1) + Q4 (n — 1). Then, the
OLT allocates bandwidth as follows:

Al g (n) = min (QéBR(n —1),Clgg(n— 1)) (15a)
Apr(n) = min (B;(n 1) = Qlgr(n — 1),
O o (0 — 1)) . (15b)

Next, the OLT will allocate bandwidth to BE traffic based on
the requests received from the ONUs. The total BE bandwidth
per cycle is Bgg = N x BSM which is shared by all ONUs.
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N Jj j min
3250 (Agpr(n) + AYpr(n)) < Beyele — Ty, — N x BRR,
then the total bandwidth available for BE becomes
Bpg = N x BEi»

N
+ | Beyete — Ty — Z (AéBR(n) + A{/BR(n))

j=1

(16)

If QLp(n —1) < BEP, then ALy (n) = QLy(n — 1). Other-
wise, the OLT allocates to the ONU requesting less than B
and computes the excess bandwidth to distribute them to other
ONUs requesting more BE traffic. Accordingly, if Q%p(n —
1) > BRin, then AL (n) = BE + x,, where x; is the excess
bandwidth allocated for ONU j and is expressed as

o % Bisg(n)

Xi = » (17)

where ;= Qhy(n—1) — BEY, o, = Zjvzl o, and
BER(n) is the remaining bandwidth in the cycle n after
allocating all ONUs bandwidth for their BE traffic such that

L
B = Bpe — (N — L) x B = Y Qhp(n—1) (18)

j=1

where L is the number of ONUs requesting bandwidth for
BE less than the minimum guaranteed bandwidth. In order to
prevent the waste of bandwidth and control the allocation of
surplus to various ONUs, the excess bandwidth allocated for the
BE traffic at a highly loaded ONU Yx; is computed as follows:

X; = min(x;, o). (19)

V. PERFORMANCE EVALUATION

We will study the performance of both the proposed intra-
ONU scheduler (M-DWRR) and AC schemes for their QoS
support and protection via simulations. The performance is
measured with respect to maintaining satisfiable QoS require-
ments for real-time streams while guaranteeing a minimum
required service for BE traffic. The total number of ONUs
N = 16, and the PON speed is 1 Gb/s. The guard time is 1 us,
the cycle time Tyl = 2 ms, and the ONU buffering queue size
is 10 MB.

We consider a more realistic traffic profile where real-time
bandwidth-guaranteed streams (voice traffic is modeled by a
CBR source, and video traffic is modeled using a VBR source)
and BE traffic arrive dynamically at the ONUs. VBR and BE
traffic are highly bursty, and we use self-similar traffic for mod-
eling these classes; packet sizes are uniformly distributed be-
tween 64 and 1518 B. Alternatively, a Poisson distribution can
approximately model CBR traffic, and the packet size is fixed
to 70 B. This scenario is appropriate to study the performance
of the AC scheme presented. Each CBR flow is generated at
a mean rate of 64 kb/s with a delay bound fcpr = 2 ~ 4 ms
as QoS requirement [12], each VBR flow at a guarantee rate
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Fig. 2. Traffic model used for the AC framework.

[based on (7)] of 4 Mb/s with a delay bound fypr = 25 ~
30 ms as QoS requirement [12], and each BE flow at a mean rate
of 5 Mb/s. Here, the load increases incrementally as more flows
are admitted in the network. Fig. 2 depicts the chronological
arrival of flows sorted by CoS and injected in the network.
As shown, we stop generating real-time flows (i.e., CBR and
VBR) at time 7500 ms, whereas BE flows continue to arrive
until the end of the simulation. As for AC rule (2), we choose
BREIn = 4100 B (in each cycle), which means that each ONU is
guaranteed a BE throughput of 15 Mb/s (i.e., BEthroughput >
~ 20 Mb/s, if available) if T, yce <2 ms. Consequently,
16 ONUs will equally share a maximum of 20%—24% of PON’s
available bandwidth. For selecting the value of 7., we note
that a large value (i.e., A > 1, where T, = A x 1) should be
selected especially when real-time streams are highly bursty
(e.g., VBR traffic). Recall that the bandwidth requirement for
areal-time flow is estimated according to the derived guarantee
rate of the stream. The larger the period during which we
estimate the bandwidth requirement is, the more accurate the
bandwidth estimate becomes; this is mainly due to the bursty
nature of the streams. For this reason, we select T, = 500 ms
for our simulations. The metrics of comparisons are average
packet delays for CBR and VBR streams, throughput for CBR,
VBR and BE flows, and the flow rejection rate. Note that,
in this paper, we do not consider the flow QoS monitoring
described earlier. We evaluated the performance of the proposed
scheduling algorithm, i.e., M-DWRR, and we compared its
performance with other scheduling disciplines such as DWRR
and M-SFQ. Results (average packet delay and packet loss)
have shown that M-DWRR outperforms the other two intra-
ONU scheduling disciplines [14]. Accordingly, we only use
M-DWRR for quantitative comparison with the proposed AC
scheme. In addition, we also use an SP scheduler as a base
scheme for our comparisons.

We begin by testing the behavior of our AC by showing
in Fig. 3 the number of admitted real-time traffic streams. As
shown, our system reaches saturation (i.e., no more real-time
flows can be admitted in the network) at 7000 ms. As we
continue generating real-time flows until 7500 ms, all these
flows arriving afterward are rejected. However, this does not
imply that no flows were rejected earlier since condition (9) or
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Real-Time Admitted Flows vs. Time
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Fig. 3.  Admission control behavior.

(10a) and (10b) need to be respected to admit a new arriving
real-time flow; otherwise, a flow is rejected. The figure shows
that starting at 450 ms, the network starts rejecting some newly
arriving flows.

Next, we study the performance of real-time traffic by
measuring the instantaneous average packet delays. To reduce
the measurement complexity, we choose the sampling period
T =T, = 500 ms. Figs. 4 and 5 show these measurements,
with AC (i.e., AC-DBA) and without AC [using M-DWRR
(a1 = 20% , ay = 70%, and a3 = 10%) and SP schedulers].
Note that with AC-DBA, there is no intra-ONU scheduling
required since the OLT allocates bandwidth for each CoS,
per each ONU, every cycle. Clearly, using M-DWRR and
SP schedulers, CBR traffic shows the optimal performance
where its average packet delay remains under 2 ms even when
the load continuously increases. This shows the advantage of
M-DWRR; that is, although it divides the cycle among the CoS
queues based on their assigned weights, it also provides an
optimal performance for CBR traffic. This is due to the fact
that the assigned weights are adaptively set based on the QoS
requirements. On the other hand, under the SP scheduler that
always selects packets from a queue with a higher priority until
satisfied (i.e., until it is empty), CBR traffic will exhibit the
best performance. As for AC-DBA, it makes sure to satisfy
the QoS requirements defined previously (in terms of delay and
throughput) by crediting every real-time traffic the appropriate
bandwidth and reserving it in every supercycle/cycle, since a
CBR flow is admitted only if its guaranteed bandwidth is as-
sured in every cycle. Hence, AC-DBA maintains a CBR average
packet delay of 2—4 ms. As for VBR traffic (Fig. 5), AC-DBA
maintains its delay performance to meet the specified target
QoS requirements of the stream (i.e., 25-30 ms) while the delay
witnesses an exponential increase under both adopted sched-
ulers [Fig. 5(b) and 5(c)], i.e., a system that does not deploy
any AC. This behavior highlights the need for the application
of AC in EPON, because when the system reaches saturation
(as described earlier in this paper) and all the arriving streams
are admitted, the performance is no longer maintained. More
specifically, no bandwidth is guaranteed for all types of traffic,
and the QoS requirements are no longer met (not only for new
application but for existing applications as well). On the other
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hand, the deployment of AC in EPON allows for a bandwidth-
guaranteed service with guaranteed protected QoS.

We further investigate our AC framework by measuring/
monitoring the throughput of one flow from each CoS (i.e.,
CBR and VBR) with AC (i.e., AC-DBA) and with no AC
(i.e., M-DWRR and SP) in Fig. 6. As shown and expected, the
selected CBR flow exhibits the same performance with and
without AC, whereas the selected VBR flow shows a different
behavior. Here, the VBR flow with AC maintains its derived
4-Mb/s throughput throughout the simulation, even after the
system reaches saturation. On the other hand, when no AC
is applied, the VBR flow does not show a stable throughput
behavior. Moreover, when the system reaches saturation, the
throughput of the VBR flow starts decreasing. This is due to
the fact that when more real-time flows are admitted and no AC
is applied, the bandwidth that was guaranteed for the already
admitted flows (before saturation) is now shared by more flows.
Hence, the bandwidth is no longer guaranteed for the already
admitted flows and for the newly admitted ones. This, again,
shows the need for AC in EPON to stabilize and guarantee
the throughput for all admitted flows and reject the flows that
will break this theme. This, in real and practical settings, will
deny all malicious users from monopolizing the bandwidth
provided; and at the same time, it will allow for protection
to the bandwidth assigned for other well-behaved users. As
for BE traffic, our concern is to guarantee a minimum total
throughput that meets rule (2) in the AC scheme. For that
reason, we measure its total throughput rather than the per-flow
throughput as we did for CBR and VBR traffic. Here, the BE
throughput increases to reach a total of ~400 Mb/s under all
schemes (i.e., with AC and with no AC) when the load is low
and decreases when more flows are admitted. However, when
the system reaches saturation, AC-DBA makes sure to preserve
the minimum predefined throughput; whereas with M-DWRR
and SP schedulers, the throughput is not guaranteed, and hence,
the predefined throughput is no longer respected. Nevertheless,
M-DWRR still provides a minimum throughput (which is one
of its advantages) by forcing the weight policy while it reaches
a very low one (=0 Mb/s) with SP, a phenomenon known as
BE traffic starvation.

We now study the impact of the size of the supercycle on
the algorithm performance. A small supercycle will result
in an inaccurate estimation of the bandwidth requirement
for a stream due to its highly bursty nature. For example, if
Tse =2 ms (i.e., A = 1), according to the derived guarantee
rate, a flow will be guaranteed a certain bandwidth per 7.
If the flow has more traffic to transmit (since the peak rate
is usually higher than the guarantee rate), then the OLT can
only allocate the guaranteed bandwidth. If the flow has less
traffic to send, the OLT allocates enough bandwidth for the
requested traffic. Unlike longer supercycles, where for a given
flow we assign total credits and the credits will be saved
(carried on) for subsequent cycles if the flow does not have
enough traffic to send in the current cycle, for the case where
Tsc = 2 ms, if a flow requests less than the guaranteed, then
the flow will be allocated only the requested, and this results
in wastage of the bandwidth of the supercycle for real-time
streams. The problem even persists for small values of A (this
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is because the period of the bursts is large in comparison
to the length of the cycle, i.e., 2 ms). We run simulations for
T.. = 2 ms, and the results show that there is almost 1 Mb/s
degradation in the per-flow throughout for VBR streams. A
lower degradation (around 5-10 kb/s) is seen for CBR traffic.
We have, however, witnessed some increase in the total BE
throughput (total increase of 50 Mb/s at higher loads). That
is because when VBR requests less than the guaranteed band-
width, there is some remaining bandwidth in the supercycle
that can be used by the OLT to schedule the transmission of

BE traffic; accordingly, a BE throughput increase is observed.
Finally, Table I shows some interesting statistics collected from
our simulations. These results show that ~92% of the generated
CBR traffic is admitted while their overall QoS and bandwidth
requirements are guaranteed; ~83% of VBR flows are admitted
as well; and finally, all BE traffic arriving is admitted. Note that
under M-DWRR and SP, all traffic is admitted; however, their
QoS requirements are not guaranteed (except for CBR traffic).
Note also that these collected results are traffic model depen-
dent. In other words, more flows can be admitted or rejected,
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TABLE 1
TRAFFIC CONTROL STATISTICS

Number of Generated CBR Flows 252
Number of Admitted CBR Flows 234
Number of Rejected CBR Flows 18

CBR Admission Rate =~ 92%
Number of Generated VBR Flows 209
Number of Admitted VBR Flows 173

Number of Rejected VBR Flows 36

VBR Admission Rate =~ 83%
Number of Generated BE Flows 247
Number of Admitted BE Flows 247

Number of Rejected BE Flows 0
BE Admission Rate 100%

depending on all of the required guaranteed throughput for
real-time and BE traffic, the generated flows’ mean rates, and
the number of flows generated.

VI. CONCLUSION

Providing bandwidth-guaranteed service in EPON is a chal-
lenging subject that has not been addressed in the literature. In
this paper, we presented the first complete EPON framework
that supports the application of AC in EPON. This framework
implements a two-stage AC (i.e., at the ONU and at the OLT)
with all its rules and functionalities, along with a new hybrid
AC-enabled DBA that performs both bandwidth allocation and
reservation simultaneously. We have also presented a new simu-
lation model that is designed to test this framework. We showed
that although some of the scheduling (intra-ONU) mechanisms
can provide QoS for various types of traffic in the network,
none of these schedulers could protect these QoS requirements.
Our AC system has shown a good performance in terms of
maintaining the QoS level for already existing traffic while
providing an overall acceptable minimal throughput for BE
traffic even under network saturation.
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