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Abstract—We propose a predictive energy-efficient scheduling
scheme that optimizes the user equipment (UE)’s bits/joule metric
subject to quality-of-service (QoS) constraints in downlink orthog-
onal frequency-division multiple access (OFDMA) systems. This
is achieved by minimizing the number of wake-up transmission
time intervals (TTIs), where the UE receiver circuit is ON, in a
longer time horizon than studied before. The proposed predictive
scheduler is supported by a ray-tracing (RT) engine that increases
the scheduler’s knowledge by long-term information about the
users’ propagation characteristics. A convex multiobjective binary-
integer-programming formulation for the problem is presented
to optimize both the UE’s energy efficiency (EE) and QoS. The
multiobjective formulation is then used for benchmarking of a
low-complexity and computationally efficient heuristic scheduler.
The results show that the proposed schedulers have significantly
improved the UE’s EE and the overall capacity of the system,
compared with a recently published EE scheduling scheme while
maintaining target QoS.

Index Terms—Cloud radio access networks (C-RANS), energy—
efficient communications, orthogonal frequency-division multiple
access (OFDMA), ray tracing (RT), resource allocation.

I. INTRODUCTION

RAPID growth of cellular system designs and standards

over the past ten years has significantly enlarged the wire-
less market volume. Today’s statistics show that over 1 billion
users worldwide are connected to social networking media such
as Facebook and YouTube [1] and that approximately 40% of
them are mobile users [2]. However, analysts predict that these
numbers will continue to grow dramatically over the coming
years [1] due to two major factors. The first is the unabated
advancements in the mobile devices industry, particularly with
smartphones. Their high computing capabilities allow them to
replace many other important devices such as GPS receivers,
cameras, and laptop computers. The other factor is the in-
creasing popularity of multimedia services such as Voice over
Internet Protocol (VoIP), video streaming, social networking,
interactive gaming, web browsing, etc.
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From a technical point of view, the emergence of the
aforementioned services over the currently deployed fourth-
generation (4G) networks [i.e., long-term evolution (LTE)] has
introduced various challenges for the system design from both
the network and user equipment (UE) sides. From the network
side, most operators seek to maximize capacity (i.e., spectral
efficiency) and reduce the operation cost, including the energy
efficiency (EE). These goals present challenges, particularly in
situations of potentially increasing numbers of users and heavy-
load traffic connections, while having to maintain stringent QoS
requirements. Whereas from the UE side, the intensive and
complex circuitry of a 4G device is quite rigorous on the current
smartphone battery technology. This results either in a fast de-
pletion of the battery energy, or it may limit the implementation
of a fully functional 4G device. Therefore, a main stream of
research has recently been established and devoted for enabling
green communications (i.e., energy-efficient or energy-aware
communication systems) [3]. The future generation of mobile
communications, known as fifth generation (5G) [4], will ad-
dress the EE as a fundamental aspect of the system.

A. Related Work

An energy-efficient design for wireless systems should en-
compass both the network and the UE sides. Although the
majority of the system’s energy consumption resides in the net-
work side [5], most recent studies were focusing on optimizing
the UE energy consumption either in the uplink [6]-[8] or in
the downlink [9]-{13]. This is due to the need to increase the
UE’s battery lifetime per charge. Consequently, in this paper,
we focus on minimizing the UE’s energy consumption in the
downlink, a subject less studied in the literature.

In [9], it is showed that optimizing the UE power consump-
tion inherently requires optimization of the base-station (BS)
downlink transmit power. Hence, the optimization formulation
was designed to improve the EE for both of the BS and UE.
The idea was based on buffering BS downlink traffic for some
transmission time intervals (TTIs) and then transmitting these
data in the minimum possible number of time slots constrained
by a fixed bit rate constraint. However, the implemented heuris-
tic did not consistently fulfill the data rate constraint. Unlike
in the earlier approach, in [10], only the EE from the BS
side is considered. The objective in [10] was to design an
optimal energy-efficient resource-allocation scheme with delay
provisioning for delay-sensitive traffic in downlink orthogonal
frequency-division multiple access (OFDMA)-based wireless
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access networks. The model of the scheduling problem used the
effective capacity concept to provide the statistical delay pro-
visioning. Thus, the problem was modeled as maximizing the
effective capacity-based EE under statistical delay constraints.
Utilizing the effective capacity method, such as the model in
[10], in [11], an adaptive resource-allocation scheme is pro-
posed for downlink heterogeneous mobile wireless networks.
The scheme dynamically assigns power levels and time slots,
and derives the admission control conditions for different real-
time mobile users to satisfy various statistical delay-bound QoS
requirements. The channel state information (CSI) is taken into
consideration, which was estimated at the receiver and sent
back to the transmitter, for adaptive modulation and adaptive
power control. In a different context, in [12], the problem of
improving the EE in the downlink of an OFDM-based cognitive
radio (CR) network is considered. The objective was to design
an energy-efficient resource-allocation scheme that maximizes
the overall EE of the CR system while considering proportional
fairness and rate requirements among the secondary users. This
is in addition to keeping the interference to the primary users
below their tolerable thresholds.

Unlike the studies mentioned earlier, in [13], a green resource
allocation (GRA) scheme is proposed as an alternative approach
to the well-known Third-Generation Partnership Project LTE
discontinuous reception (DRX) power management scheme
[14]. To minimize the UE energy consumption in the downlink,
the scheduling of the BS downlink transmissions to the UE us
optimized to a fewer time slots while turning off the receiver
circuit in the unused slots. The scheduling was formulated
as a nonlinear-integer programming problem. In contrast to
this paper, which focuses on the EE problem, our previous
work [15] in the area of predictive scheduling has focused on
maximizing the network’s average throughput (i.e., spectral
efficiency), subject to fairness constraints in time-division-
multiple-access-based systems.

B. Scope and Contribution

In this paper, we consider the LTE frequency-division du-
plexing (FDD) mode system with a frame structure type 1,
where two time slots make one subframe (i.e., of duration
1 ms) [16]. Combining ten subframes (i.e., used for scheduling)
makes one frame with a length of 10 ms. We noted that the work
in [13], such as many studies in both downlink and uplink [17],
depends on scheduling time granularity of one subframe or at
most one frame. In this paper, we further expand the solution
space of the scheduling problem for optimizing UE’s energy
consumption in the downlink while maintaining users’ QoS
requirements. The key strategy, as used in [13], is minimizing
the number of wake-up TTTIs for the UE’s receiver circuit but in
a longer timescale, spanning multiple future frames (i.e., 10-ms
LTE radio frames) of the UE’s channel.

The problem’s time expansion is supported by preestimating
the users’ propagation channel over multiple future frames.
This is done using an advanced ray-tracing (RT)-based central
downlink scheduler system implemented at the BS site. The
direct result of increasing the knowledge about the user’s CSI
is that the scheduler’s capability of increasing the UE’s EE and

1469

Frame 1 Frame 2

Frequency

M \ [ \

UE1

One frame UE 2
scheduler
granularity

Fig. 1. Energy-efficient predictive scheduling.

meeting the QoS requirements becomes higher compared with
previously implemented schedulers. In other words, the UE
opportunistically consumes less energy for the same amount
of data received based on the future statistics of the propa-
gation channel. This idea is shown in Fig. 1. It shows that
the predictive scheduler with two frames of time granularity
would be able to rearrange downlink transmissions to UEs into
fewer TTIs compared with that of the traditional single-frame
scheduler. This results in better EE and possibly offloading
spectral resources that help in admitting more UEs. However,
the underlying increase in the solution space of the optimization
problem results in a substantial growth of the computational
complexity. We then address this complexity by designing a
less-complex heuristic algorithm that approximates the optimal
scheduler performance. More details about the optimization
problem and its relaxation is provided in Sections IV and V.
The contributions of this paper are summarized as follows.

* We propose an optimal framework that minimizes the
energy consumption of the UE receiver circuit while satis-
fying a constant rate (i.e., effective bandwidth) constraint.
The framework utilizes the ray-tracing channel prediction
model, and it considers both the modulation and coding
scheme (MCS) and UE circuit operation time.

* To assure feasible solutions, we propose a second formu-
lation for the optimization problem through relaxing the
rate constraint using the penalty method to cope with the
channel capacity limitations.

» After investigating the dominant factors that affect the
UE’s power consumption budget in the downlink, we
further modify the optimization problem by allowing the
scheduler to focus solely on optimizing the number wake-
up TTIs for the UE.

* To address the complexity of the optimization problem,
we deduce a heuristic algorithm to solve the scheduling
problem in the final formulation with a comparable per-
formance but significantly lower complexity.

The remainder of this paper is organized as follows.
Section II presents the system model and design objectives.
The motivation for utilizing the RT channel prediction model
with the proposed RT-based scheduler system is discussed in
Section III. The optimal formulation and the iterative algorithm
of the proposed scheduler are described in Sections IV and V,
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respectively. Simulation results are provided in Section VI.
Finally, Section VII concludes this paper.

II. SYSTEM DESCRIPTION
A. System Model

We consider a single cell of a mobile cloud computing
(MCC) LTE downlink multiuser system. It is based on the
evolving concept of cloud radio access networks (C-RANs)
[18], [19]. Online computational resources can be used for
the computationally demanding RT prediction of the evolved
Node B (eNB)-UE channel, as explained later within the MCC
framework. The arrangement allows the transfer of the predic-
tion cost from the eNB to the C-RAN. This is shown with the
aid of Fig. 2. A C-RAN architecture is based on centralizing
multiple baseband (BB) processing units (i.e., traditionally
located at every BS site) and forming a pool of shared wireless
resources within a centralized processing cloud [18]. In addition
to the BB unit (BBU) pool, the cloud also integrates a data
center and an RT-based downlink scheduling system. The data
center is responsible for establishing users’ traffic connections
based on standard QoS requirements. The RT-based scheduling
system mainly integrates an RT engine (i.e., for predicting the
downlink CSI) and a central scheduler. The system’s detailed
structure and operation will be discussed in Section III. The
eNB tower is connected to the central processing cloud via an
optical transport network.

We assume a single eNB located at the center of cell. The
overall cell bandwidth is divided equally into N 180-kHz re-
source blocks (RBs) consisting of 12 adjacent subcarriers. The
FDD LTE frame type 1 duration is 10 ms and is composed of
ten 1-ms subframes (i.e., each subframe represents a TTI) [16].
When the normal cyclic prefix is used, each subframe consists
of 14 OFDMA symbols, each with duration of 66.67 ps.

The eNB transmits H traffic connections (i.e., bearers) to
each one of K UEs. As our model addresses the UE’s EE
in the downlink, we use Pt(k) to denote the total downlink
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power consumed by the receiver circuit of UE k. More details
about the calculation of the components of Pt(k) are provided in
Section II-B. Each user connection is associated with different
QoS requirements, depending on the traffic type [e.g., VOIP,
video streaming, and File Transfer Protocol (FTP)]. However,
without loss of generality, we assume that the QoS requirements
for all traffic connections (of each UE) are preprocessed by
the data center. Then, the data center translates them into a
single connection request (or reservation) with a target average
transmission rate Rp. That rate is calculated based on the
effective bandwidth theory (i.e., the dual concept of the effec-
tive capacity [10]) and will simultaneously meet all of the user’s
individual connections requirements. From the UE side, multi-
ple traffic connections with different QoS parameters are further
prioritized (i.e., intrascheduling) according to their QoS class
identifier (QCI) priority (see [16, Tab. 13.1]). It is known that
intrascheduling user’s connections are preceded by UE’s inter-
scheduling. This two step process is vital particularly when the
system’s capacity prevents the scheduler from allocating enough
resources to accommodate the user’s target rate (i.e., Rp).

To satisfy the users QoS requirements, we assume that the
central processing cloud requests data connections between
eNB and users with a total time duration of 7" and a target aver-
age bit rate for each UE of Rg). Starting from this assumption,
the eNB ultimately aims to schedule the transmission of the data
for each user’s requested connection in a way that satisfies two
major goals. The first is to maintain the average connection’s
downlink rate for each UE by adequate allocation of resources,
i.e., the rate should be preserved throughout the requested
connection duration 7' at the data center’s designated value
R(Dk). The second goal is to minimize the energy consumed by
the UE’s hardware to receive and decode the eNB’s downlink
traffic. The key strategy behind reducing the UE receiver’s
energy consumption is minimizing the number of TTIs where
the UE receiver circuit is scheduled to be in active mode. More
details about this strategy are provided in Sections II-B and I'V.
Ideally, in an OFDMA-based system, for the eNB to satisfy
the user’s requested connection rate requirement, the following
constraint must hold all the time:

1M N
?ZZ w(m,n) > RY Vk (1)

where M is the total number of TTIs within a requested
connection of total duration 7" such that 7" = M Tr1 (i.e., Trrr
is equal to 1 ms), By (m,n) is the number of received bits by
user k during TTI m over RB n, and R(Dk) is the data center’s
requested effective bandwidth for user £ within the connection
time 7. It should be noted that the requested average connection
rate R(Dk) is selected to accommodate the QoS requirements of

multiple traffic buffers for UE & (i.e., R(k) Zh 1 (k)( h),
where h is the UE’s connection index).

The importance of the constraint (1) lies in carefully se-
lecting a suitable time horizon (i.e., further explained later in
Section IV when defining 7) during which the scheduler succes-
sively allocates resources throughout the requested connection
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time 7. This can be illustrated by looking at the following
subconstraint:

1m(,+G—1 N
~ Y. Y Bilmm) 2Ry Vem, ()
m=m, n=1

where G is the number of TTIs considered in the time horizon
T (i.e., equal to G x 1 ms) during which the RT engine predicts
the channel, m, € {1,1+G,1 +2G,...,1 + M — G} is the
initial TTI index in the observed horizon within the connection
time 7', R(Dk) is the quasi-instantaneous target rate of user k
within the horizon 7.

The key idea behind the subconstraint (2) is that changing the
value of T provides the network with a two fold control on the
UE’s EE and network’s QoS requirements (including the packet
delay). For instance, consider a user receiving a delay-sensitive
VoIP connection with a total duration of 50 s (i.e., 7' = 50 s) ata
standard instantaneous rate of 13.6 kb/s (i.e., Rg) = 13.6kb/s).
The 13.6 kb/s corresponds to generating a voice packet of
244 bits every 20 ms plus an extra 28 bits for the compressed
Internet Protocol/User Datagram Protocol/Real-Time Transfer
Protocol header (as discussed in [20]). Satisfying the 13.6 kb/s
for T' = 50 s with the aid of (2) having 7 set to any value less or
equal to 100 ms (i.e., ten LTE frames) will ensure a packet delay
bounded by 100 ms (i.e., VoIP packet delay budget) throughout
the 50-s call time. In this case, both of the connection delay
and rate requirements are met. In addition to meeting the QoS
requirements, utilizing accurate future predictions of the user’s
CSI by an RT-based mechanism (i.e., explained in Section III)
in the 100-ms horizon better optimizes the UE’s EE compared
with traditional shorter term scheduling.

In the same context, it is also worth noting that the scheduler
is always protected by an admission control system which
helps the scheduler avoid admitting users’ connections over
reaching the network’s capacity. Thus, after adapting the value
of 7 accordingly, the eNB’s scheduler can safely utilize (2) to
support both admitted guaranteed bit rate (GBR) and non-GBR
connections.

To simplify the analysis in this paper, we only investigate im-
proving the UE’s EE constrained by the GBR requirement (i.e.,
effective bandwidth) on an instantaneous basis. This framework
is supported by selecting the scheduler’s granularity (i.e., 7)
less than or equal to 100 ms. Thus, the delay analysis is not
considered in this paper.

B. UE Circuit Power Consumption

The UE transceiver circuit could be seen as a composition
of BB and radio-frequency (RF) stages. A simplified block
diagram for those stages is shown in Fig. 3. The components of
those stages are the major source of energy consumption inside
any cellular device. To investigate the EE of our scheduling
scheme, the LTE UE power consumption model developed
in [21] is utilized in our analysis to measure the UE energy
consumption while in the receive mode (i.e., downlink). The
model originally accounts for the power consumption of both
of the transmit and receive processing paths. However, in this
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Fig. 3. Simplified block diagram for LTE UE downlink physical-layer process-
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paper, we only consider the power model of the receiver section.
This model was defined as follows [21]:

P = migie Pare +7idic | Pon + P + Pon + Pre | W
~— —_—

constant constant variable

UE OFF UE ON

3)
where Pt(k) is the total power consumption of the UE’s k
receiver circuit, mjqle is a logical variable that determines
whether the UE is OFF (i.e., idle state) or ON (i.e., wake-up
state), Piqe s the power consumed when the UE is in the idle
state and is equal to 0.5 W, P, is the power consumed when
the UE is awake from the idle state and is equal to 1.53 W,
Py« is the base power consumed by the receiver circuit while
in the operation state and is equal to 0.42 W, Pgp is the power
consumed by the BB stage of the receiver circuit, and PRy is
the same for the RF stage.

Details about the power components in (3) can be found in
[21]. For simplicity, and for the rest of this paper, we set P,
to denote the constant power term in (3) that is either equal
to Pqle (when the UE is OFF) or P,, + P,x (when the UE is
ON), whereas P, denotes the variable power consumed by UE
k when UE is ON and is equal to Pgg + Prr. In [21], both
Ppp and Prr are modeled by fitting a first-order polynomial to
experimental circuit power measurements employing the least-
mean-square-error criteria as follows:

Pgp = 1.923 4 (2.89 x 1073 x B,) W 4)
Prr = 1.889 — (1.11 x 1073 x P,) W (5)

where B, is the downlink bit rate in megabits per second, and
P, is the received signal power in dBm.

C. Channel Model

The multipath fading downlink channel between the eNB and
each UE is modeled using the deterministic RT approach [22]
with the aid of the RT engine residing in the central processing
cloud of Fig. 2. The question of how often (or for how long)
the channel is modeled during the user’s connection is going
to be answered in the following. The received signal power at
the UE side is calculated by squaring the vector summation of
all of the complex polarized electric field components arriving
at the UE antenna. Each polarized field vector, which differs
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in magnitude and phase, corresponds to a separate received
radio ray scattered from objects in the surrounding environment
such as buildings, trees, and ground. The total received signal
power in the far zone of the transmitting antenna is, therefore,
as described in [23, Ch. 2], as follows:

IR K o
Pr = E i G% 91', 7 eIV
871, ; 0, ‘ 9( ¢ )|
2
B |G5(01.0) em] (©)
where Pr(k) is the total received signal power by the antenna of

UE £, n, is the free-space wave impedance, /3 is the propagation
constant, I is the total number of radio paths received by UE k,
Eéi , and Eéﬁz are the theta and phi components of the electric
field associated with the ¢th radio path received by UE k,
G (05, ¢i) and G%(6;, ¢;) are the theta and phi components of
UE £k receiver antenna’s gain for the ith path with a direction of
arrival of 0; and ¢;, and 1)y and 1) are the relative phases of the
theta and phi components of the far zone electric field.

Each of the Ey and E; electric field components in (6) is
further resolved into an appropriate pair of polarization com-
ponents. One component is parallel (i.e., vertically polarized)
to the plane of incidence at the reflection (or diffraction) point
on an obstacle’s surface intercepting the signal path. The other
component is perpendicular (i.e., horizontally polarized). Each
of the I paths might contain multiple reflection and diffraction
points, or even a combination of them, throughout the radio path
trip from the eNB antenna to the UE receiver’s antenna. More
details about the calculation of the polarization components at
the reflection and diffraction points can be found in [22]. The
RT engine that is capable of tracing the radio signal paths and
evaluating their associated fields will be further illustrated later
in regard to the proposed downlink scheduling system.

The signal power prediction, provided by the RT engine, is
then utilized by the eNB’s central scheduler to optimize the
users’ reception schedule in time (i.e., TTI) and frequency (i.e.,
RB) in terms of EE while meeting target QoS requirements.
That is, knowing the received signal power over each RB during
all TTIs within a single frame or across multiple frames will
allow the scheduler to determine the received block size by each
UE. This information then becomes available on the physical
downlink shared channel in every TTI after setting the UE to
a specific MCS (see [6, Tab. II]). Based on the received block
size and the power consumed by the UE’s receiver circuits to
receive that block, the scheduler efficiently commands the UE,
to turning its circuits ON or OFF during all of the observed
TTTI. This control scheme will be later formulated and explained
in detail in Section I'V.

It is also important to highlight that, in LTE, the UE is con-
figured to report the channel quality indicator (CQI) feedback
over the physical uplink shared channel [24] to assist the eNB
in selecting an appropriate MCS to adopt for the downlink
transmissions. However in our model, we assign this task to the
RT engine, located in the central processing cloud (as explained
in Section II-A), which predicts the downlink channel quality
by tracing the radio paths to the user’s geographical location.
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The study of how efficient the RT channel prediction replaces
the traditional CQI reporting, in terms of offloading frequency
resources and reducing the number of UE transmissions (i.e.,
feedback time), is beyond the scope of this paper.

III. PROPOSED PREDICTIVE SCHEDULING SYSTEM

Advancements in today’s mobile data services and applica-
tions continue to emerge and grow. The main challenge is that
this growth is existing in a highly dynamic radio propagation
environment. Consequently, the development of faster and more
efficient propagation prediction platforms needed for designing
optimized wireless networks in terms of spectral efficiency and
EE is becoming more critical. In this context, RT prediction
model have provided a promising agile solution with higher
accuracy compared with traditional statistical models [25]. Due
to its interactive nature that simulates the influence of the
surrounding geographical environment on the propagation of
radio waves, the RT model has been envisioned to enable real-
time applications (e.g., vehicle-to-vehicle communication) that
usually experience fast and dramatic change in the channel
impulse response.

A. Ray-Tracing Background

RT is a deterministic approach that offers accurate modeling
for predicting propagation effects in wireless communication
channels based on the information of a geographic information
systems (GIS) database. This database contains an accurate
geometrical and morphological characterization of the objects
existing in the propagation environment [22]. The basic mech-
anism of any RT algorithm is to search for all possible radio
paths connecting the transmitter and receiver locations. The
searching process must account for all combinations of prop-
agation effects, such as direct line-of-sight (LOS), reflections,
diffractions, and arising from the surrounding geographical
environment. In the literature, two methods known as shooting
and bouncing rays (SBR) method and image method are em-
ployed to determine the ray trajectory between the transmitter
and the receiver. More details about the two methods can
be found in [22]. Regardless of which method is employed
in tracing the rays, a vector summation for the emitted field
components associated with the received rays is then calculated
to evaluate the total received power, as shown in (6).

It can be inferred from the previous paragraph that, in
complicated dense environments with many scattering objects,
the RT process becomes computationally intensive and time-
consuming since it requires a huge number of ray intersection
tests. Since the last decade [25], and even recently [26], many
efforts have been made to accelerate the RT process mainly
through simplifying the geometry of the RT environment. Use
of these techniques leads to a fewer number of intersection tests
and fast elimination for the redundant rays (i.e., rays which miss
the receiver location).

B. Proposed Ray-Tracing-Assisted Scheduling System

In this paper, we visualize the RT technique as being a
core part of an integrated cellular eNB platform that could be
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utilized either in the current 4G or tomorrow’s 5G networks.
This platform is shown in Fig. 4. This promising platform
is motivated by two important factors. As shown earlier, the
first factor is the intensive research conducted (and still active)
in the area of RT acceleration for efficient radio propagation
modeling [26]. These efforts have produced numerous efficient
acceleration techniques that make the implementation of ray
tracers an attractive solution for modeling wireless channels.
The second factor is the fast and continuing evolution of today’s
high-performance computing (HPC) platforms such as field-
programmable gate arrays, graphics processing units, and ad-
vanced digital signal processors. These platforms have offered
powerful solutions to build high-speed RT engines [27].

The predictive downlink scheduler system shown in Fig. 4
depends mainly on the channel’s future information provided
by the RT engine. The engine is designated for predicting the
CSI for all UEs connected to the eNB for longer time intervals
compared with traditional sounding of pilot signals [28] that
provide short-term measurements. The long-term channel pre-
diction for mobile users is assisted by an accurate localization
system and GIS maps database. The function of the localization
system is to interactively determine the geographical location of
each UE within the cell’s coverage GIS map. This ensures that
the RT engine calculates an accurate channel SNR based on a
real location of the UE within the cell propagation environment.
Whether the localization strategy is UE-based, UE-assisted, or
network-based [29], we consider the fact that eNB is capable
of acquiring the geographical information of the UE along its
trip route for a certain time interval in a periodic manner. This
information is then utilized by the RT engine to predict the UE’s
CSI along its registered route (or route section). Hence, smart
and seamless integration between the UE localization system
and the GIS map with the RT engine is fundamental for building
our predictive scheduling system.

To further elicit the relation between Figs. 2 and 4, it should
be noted that the RT-based scheduler block highlighted in
Fig. 4 represents the detailed structure of the RT-based sched-
uler located inside the centralized processing cloud of Fig. 2.
Thus, the RT engine that predicts the CSI for each UE is a
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part of the shared architecture explained in Fig. 2. However,
just like the BBU pool in the C-RAN model in Fig. 2, a pool
of RT processors will also be available within the cloud to be
efficiently shared between different cell towers. This way, there
will be no need for a dedicated RT engine at each cell tower in
the large-scale network.

It is important to highlight that one of the major challenges
facing the C-RAN architecture that might affect the decision
accuracy of the proposed predictive scheduler system shown in
Fig. 4 is the fronthaul latency. The optical link between the eNB
tower and the BBU shown in Fig. 2 (known as the fronthaul) in-
troduces a transport network latency that did not originally exist
in traditional RAN architecture that has the BBU and the radio
tower collocated. Such latency is due to three major sources that
are transmission, queuing, and processing of data. Therefore,
to maintain the scheduling decision accuracy within one LTE
frame of 10-ms duration given that light travels approximately
1 km in 5 ps in fiber, the maximum fiber distance allowed
between the BBU and eNB tower should be less than 1000 km
(typically less than or equal 20 km [18]) in order to have a round
trip transmission delay less than 10 ms. Moreover, various
promising solutions (e.g., compression techniques, single-fiber
bidirection and wavelength division multiplexing) have been
addressed in [18] to reduce the traffic volume over the fiber
links and hence the queuing delay. In addition, optimizing the
fronthaul queuing delay and its impact on the information flows
has been recently addressed in [30]. Finally, the field trials
carried out in [18] have showed that the processing delay could
be practically less than 1 us.

IV. OPTIMAL SCHEDULER
A. General Formulation

Here, the optimal scheduling problem is formulated. The
problem’s objective as mentioned earlier is to minimize the
UE’s receiver energy consumption while maintaining the quasi-
instantaneous rate for multiple connections per user terminal
at a target value. As explained in Section II, the quasi-
instantaneous rate constraint for each user connection, which
has been designated by the system’s central cloud, exclusively
accounts for its QoS requirement. The problem constraints are
divided into three sets as follows.

1) GBR constraint: Each connection for each user must
accomplish fixed quasi-instantaneous transmission rate
(i.e., effective bandwidth) throughout the requested con-
nection duration 7" in time steps of 7 (i.e., RT prediction
range).

2) Interference constraint: To avoid intracell interference
between users, a single RB must be exclusively allocated
to a single user every TTI.

3) UE’s circuits operation time constraint: To optimize the
overall energy consumption for each UE, the scheduler is
devoted to finding the optimal allocations, with respect to
the energy consumed, in a minimum possible number of
TTIs. This will ensure minimal base power consumption
(i.e., Pyy, + Pyy) for the user’s receiver circuit.
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The optimal energy allocation is obtained by solving the
following constrained sum-utility minimization:

Min
H m,+G-1
Bt = T, Zwkz >
=1 m=m,
X(Pk (m, j,k(m))\I/vak(m)(m)+Pch>k(m)) (7a)
subject
me+G—1
k
> BEnNik(m) Ul (m) 2 7 R () Wk, h
(7b)
K
k=1
\I/j’{’,jyk(m)(m)—@k(m)go Yk, m,h (7d)

where Fio is the total energy consumed for all users over an
observation period of G TTIs, wy is a weighting factor for UE
k, T is the TTI duration (i.e., 1 ms), Py(m, N, ;(m)) is the
total power consumption of the BB and RF receiver circuits for
UE k during TTI m over the set of RBs N 1 (m), Nj (m) is
the set of RBs j assigned to UE k during TTI m, \Il;\L/j,k(m) (m)
is a binary decision variable which indicates whether the set
of RBs j is allocated to connection h of UE k during TTI m
or not, P, is the UE’s receiver constant power consumption
during each TTI that depends on the UE’s operation state (i.e.,
P,qe for OFF state and P,,, + P,x for ON state), ®x(m) is a
binary indicator that determines whether UE k receiver circuit
is in an active state during TTI m or not, B} (m, N x(m)) is
the number of scheduled transmitted bits in the downlink for
connection h of user k over RBs set j during TTI m, 7 is
the scheduler’s time granularity (or time step) that is related
to the RT engine prediction range over G TTIs, and R(Dk) (h) is
the data center’s equivalent instantaneous transmission rate for
connection h of user k.

The first decision variable " Ny o(m y(m) in the cost function
of (7a) allows the scheduler to optlmally adjust the MCS of
the RBs set allocated to each user in each TTI to minimize the
UE’s BB and RF circuits energy consumption (as explained
in Section II-B). The second variable ®(m) is devoted to
minimizing the number of scheduled wake-up TTIs for each
UE to receive its designated data bits. As could be inferred from
(7a), this is achieved through penalizing the cost function by the
UE’s constant power consumption value P, for each scheduled
(i.e., wake up) TTI (per each user), irrespective of the number
of RBs allocated within each TTI.

The constraint defined in (7b) resembles the quasi-
instantaneous rate (i.e., effective bandwidth) constraint for each
user connection that is assumed to exclusively satisfy its QoS
requirements as described in Section II. The second constraint
in (7c) ensures that each user is assigned to a unique set of RBs
(i.e., not intersecting with other users’ sets) during each TTI and
hence avoid intracell interference between users. For a TTI m
having N available RBs, the number of possible RB sets with
sizesof 1,2, ..., N, from which the scheduler searches for each
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user, is equal to EN_ 1N ¢q + 1. The constraint in (7d) is the

well known IF-THEN constraint that is designed to ensure that
the binary variable ®(m) penalizes the cost function by P, if
a user is assigned to any set of RBs within TTI m.

B. Penalty Method-Based Formulation

In practice, the scheduler may not able to satisfy the rate
constraint in (7b) for all users all the time, particularly in
situations of deep fading (or outage) channel conditions. In
other words, as a result of the time-varying nature (i.e., due to
the multipath fading) of the users’ channel, which temporarily
limits its capacity to accommodate their rate constraints, the
optimization problem in (7) could be unfeasible in different
time intervals. Since we do not consider admission control
procedures in this paper to handle the issue of unbalanced
demand versus available resources within the duration of an
admitted connection, the penalty method [31] is utilized to
ensure feasible solutions for the optimization problem in (7) by
relaxing the constraint (7b).

The penalty method is known to approximate the solution of
constrained optimization problem by iteratively solving a series
of dependent unconstrained problems whose solutions ideally
converge to the original constrained problem. The dependence
implies that the solution of each unconstrained problem in each
iteration affects the following one. More specifically, each un-
constrained problem adds a penalty term, also known as penalty
function, to the objective function of the following problem
in a successive manner until the penalty function converges to
zero. The penalty function value represents how far the current
solution is from that of the original constrained problem. In our
problem, the penalty method is used to relax the constraint of
(7b) (i.e., reversing the inequality sign) by adding a new term
in the objective function. The new term role is to push the new
unconstrained formulation to converge to the solution of the
original constrained formulation as much as possible. The new
unconstrained formulation can be illustrated as follows:

Min
K H
Z1 = Eioy + Z Z Okh
k=1h=1
x < (7R () + €k, )25 )
me+G—1
D BEmNi(m) W (m )) (8a)
subject
me+G—1
> B (mNik(m) Ul (m) < (8b)
TRY) (h) + €k, h)[7ef, Yk, h
(7¢), (7d) (8¢)
Q>0 Yk (8d)

where Z1 is the new unconstrained objective function, E ¢ is the
original constrained objective function that was given in (7a),
oy p 1s a QoS optimization weighting factor for prioritizing



HAMMAD et al.: QoS-AWARE ENERGY-EFFICIENT DOWNLINK PREDICTIVE SCHEDULER

traffic connection h of user k, ¢(k, h)m::é is the leftover
unscheduled bits from the previous G TTIs, and 2 is a new
binary decision variable accounting for the total number of bits
that user k requires to receive within the current G TTIs.

It is obvious in (8a) that the penalty function added to the
constrained problem presented in (7) is the whole term added to
FElot- The key idea of the new formulation highlighted in (8) can
be understood as follows: Any remaining bits for a certain user
connection that has not been transmitted within the previous G
TTIs will be accumulated as leftover bits (i.e., £(k, h)|7°"()

to the original bits (i.e., TR(Dk)(h)) awaiting transmission in
the current G TTIs. After a few iterations (corresponds to time
delay), the leftover bits for the same connection are converged
to zero. This is clearly understood from (8a) as minimizing the
difference (i.e., for each user k) between what is demanded (i.e.,

TR(Dk)(h) + 4(k,h) m::é), and what is available and granted

m

(ie., ZZ:;S:I Bl(m, j,k(m))\Il;\‘/j’k(m) (m)) will lead to a
close solution of the constrained problem, albeit with a cer-
tain amount of delay. In addition, dynamically configuring the
weighting factor ¢y, for each UE and each connection per
UE enables class-based packet scheduling [20]. Thus, con-
tinuously prioritizing users (i.e., interscheduling) based on a
certain fairness criteria, and prioritizing different traffic buffers
(intrascheduling) for the same user based on their QCI priority
index could be easily attained. From another perspective, the
ratio of the weighting factors « to w for each user determines
the amount of effort the scheduler spends to satisfy user’s
connection rate constraint (i.e., QoS) to that spent to minimize
the amount of energy consumed (i.e., Eyy), respectively. More-
over, it has to be noted from (8d) that the decision variable (), is
constantly set to 1 to force its term—which resembles the total
number of bits awaiting transmission for each user—to always
appear in the cost function in (8a).

C. Practical ON-OFF Formulation

Looking back to (4) and (5), we found that changing the
scheduled MCS, for any user, within a single TTI (i.e., 1 ms)
has a marginal effect in terms of energy consumption compared
with deciding whether to turn UE’s circuits ON or OFF. To
illustrate this comparison, we present the following numerical
example: Assume a single cell operating with the full LTE
bandwidth of 20 MHz with a total of 100 RBs available in
each TTI. The 100 RBs are assumed allocated to a single
user within a single TTI. The user’s effective SNR is assumed
20 dB. With the aid of (4) and (5) and [6, Tab. II], the total
power consumption (i.e., Py(m, N (m))) of the UE within
the observed TTI when all RBs are configured to MCS index 1
is equal to 3.92 W. Whereas, in the case of MCS index 15, the
total power is 4.11 W. Thus, there is a maximum of 4.62%
reduction in the UE’s power consumption if the scheduler
coarsely changes the MCS index over the allocated RBs from
index 15 to index 1. On the other hand, turning UE’s circuits
ON and OFF in each TTI affects the UE’s power consumption
budgetby a value 1.45 W (i.e., Py, + Prx — Piqle) thatis almost
equivalent to 35.28% of the total power consumed by the BB
and RF circuits.
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Based on the finding of the previous example and to simplify
the scheduler’s formulation, we further modify the formulation
in (8) by removing the term Py(m,Nj(m)) from the cost
function and letting the scheduler focuses only on minimizing
the number of wake-up TTIs as it offers a remarkable reduction
in the UE’s energy consumption. Thus, the formulation in (8)
can be rewritten as follows:

Min
K mo+G-1 K H
Zy =T Z Z wi Pe®p(m) + Z Z g,
k=1 m=m, k=1 h=1
x ( (7R () + €0, )28 )
my+G—-1 N
- Z Z Bl (m,n)TP(m, n)) (9a)
m=m, n=1
subject
mo+G—-1 N
> Y Bi(m,n)¥l(m,n)
m=m, n=1
< TRE (h) + £(k, h)["o"g, Yk, (9b)
K
> wi(m,n) <1 Vm,n,h (9¢)
k=1
Uh(m,n) — ®p(m) <0 Vk h,m,n  (9d)
(8d). %e)

As explained earlier, the modified cost function in (9a)
focuses mainly on minimizing the number of scheduled wake-
up TTIs for each UE while maintaining the connection’s target
transmission rate throughout the connection duration 7'. The
reader can also notice another difference between (9) and
(8). This difference is changing the notations of the variables
‘I’k/j,k(m) (m) and B}(m,Nj(m)) that appeared in (8) to
U (m,n) and Bl(m,n) in (9). In particular, the scheduler’s
simplified formulation in (9) does not care about the sets of
RBs allocated in every TTI for each user to optimize the UE’s
BB and RF power consumption (i.e., Py (m, N x(m))) as was
the case in (8). This is because the practical design for LTE
scheduler suggests that, for each UE, all RBs within the same
subframe are preferably adjusted to a fixed MCS [24]. There-
fore, the new decision variable \I/Z(m,n) introduced in (9),
which substantially reduces the solution space, is designated
only to identify the number of scheduled transmitted bits over
each individual allocated RB for each user (i.e., Bl'(m,n))
to meet the user’s connection target rate. Hence, we define
U’ (m,n) as a binary decision variable that indicates whether
connection h of user k has been assigned to RB n during TTI
m or not and B}(m,n) as the number of allocated bits for
connection h of user k over RB n during TTI m.
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V. HEURISTIC SCHEDULER

Here, we design a heuristic algorithm for simplifying the
solution of the optimization problem defined in (9). This is
derived by the high complexity inherent in the optimal model
particularly for large values of 7, which strictly determines the
problem’s solution space. To provide an approximate figure
about the complexity of solving the problem in (9), we provide
the following timing measurement for a small-scale problem.
Consider three users each with a single connection and three
available RBs at each TTIL. In an attempt to solve problem
(9) with a value of 7 = 10 ms (i.e., one frame of scheduling
granularity) over a total number of frames M = 5000 (i.e.,
T = 50 s), the MATLAB Profiler recorded a total elapsed time
of 565.45 h (i.e., 23.5 days). The MATLAB was running on
an Intel Xeon CPU W3670 with six-core processors running at
3.2 GHz and 16 GB of RAM. On the other hand, our proposed
heuristic was able to solve the same problem in just a few
seconds.

A. Heuristic Algorithm

The proposed heuristic algorithm shown in Fig. 5 is fed
by an initialization part, labeled by 1, which is created to set
the parameters of the considered scenario. These parameters
include: number of users K, number of connections for each
user H, total number of TTIs considered for the users con-
nections M, number of available RBs per TTI IV, scheduler’s
granularity in TTIs G (i.e., taken in multiples of a frame),
and a quasi-instantaneous target rate for each user connection

R(Dk) (h). Furthermore, to calculate the total power consumed

by each user (i.e., Pt(k)) every TTI using the model described
in (3). First P, [i.e., in (5)] is calculated each TTI for each
user by employing a reference channel model (i.e., discussed
in detail in the following). Second, using [6, Tab. II] and
based on the user’s generated channel SNR, B, [i.e., in (4)] is
calculated accordingly each TTI. It should be noted that part 1
of Fig. 5 will be also used when considering solving the optimal
problem in (9).

The second part of Fig. 5, which is labeled 2, represents
the core heuristic algorithm. The algorithm is designed to run
in a sequential manner on the requested user connections. In
other words, the algorithm allocates resources for one user
connection at a time. The connections scheduling sequence
order is determined by the parameter vy, ;, for each connection.
In our heuristic, the parameter oy j is set to be proportional
to the user’s traffic queue length, which reflects the priority
of scheduling that queue. Obviously, the length for each user
queue is continuously changing in time based on the number
of allocated resources and their respective capacities during
each scheduling period 7. Therefore, large queue length is
equivalent to large value of «y j; hence, higher priority is
allotted compared with smaller length queue.

The algorithm works as follows. For each G TTIs, that is
equivalent to 7 seconds from the total connection time 7', all
users connections are sorted according to their corresponding
queue lengths. Then, for each connection according to the
sorted order, the algorithm aims to allocate the minimum
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Fig. 5. Heuristic algorithm flowchart for the proposed scheduler.

number of RBs within the smallest possible number of TTIs,
which gives a total number of scheduled bits less than or equal
to the target bits (i.e., equivalent to constraint 9b). This is done
by sorting the unallocated RBs within the observed TTIs in
descending order according to their capacities (i.e., number of
received bits per RB). Sorting the RBs in this way results in
both minimum numbers of allocations and TTIs. This is due to
the fact that, for each UE, all RBs capacities (which correspond
to different MCSs) are set to be equal to the lowest RB capacity
(i.e., MCS index) within the same TTI. In the LTE standard, it
is known to be highly efficient to reduce the signaling overhead
by making the UE’s receiver (or transmitter) circuit adjusted
to a fixed MCS rather than using frequency-dependent MCS
at a given subframe (see [24, Sec. 10.2]). In this case, the
scheduler is strictly enforced to fully allocate RBs in each TTI
before moving to another TTI and hence minimizing the overall
number of wake-up TTIs and circuit energy consumption. The
scheduler then updates the allocation map for all RBs across
the observed time slots with the current connection allocations
before proceeding with the next connection in the sorted listed.
The algorithm continues until all connections in the sorted list
are served. Based on the RB allocations for each user, the
receiver’s circuit power consumption is calculated as in (3)
during the current scheduling period and then stored for later
analysis. The whole algorithm continues in the same fashion
for the next scheduling period (i.e., next G TTIs) until the last
frame in the established connection time.

B. Complexity Evaluation

For the sake of assessing the algorithm complexity, we divide
it into three major processing components labeled as: A, B, and
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C as shown in Fig. 5. Those components hold the main oper-
ations constituting the algorithm. Component A, as explained
previously, is responsible for sorting the admitted users’ con-
nections based on their queue lengths. Hence, the complexity
of component A is equal to O(Q log(Q)), where @ is the total
number of connections for all admitted users. Component B
sorts empty RB allocations to rank potential assignments to the
observed connection. This requires first searching the indexes
of unallocated RBs during the observed TTIs (i.e., of number
() then sorting them according to their capacities. Therefore,
the worst-case complexity for component B, when allocating
resources for the first connection in the sorted list, is equal to
O(NG) + O(NGlog(NG)), where NG is the total number
of RB allocations in G TTIs. Finally, component C' keeps
checking capacities for all unallocated RBs within the observed
G TTIs to make final decisions about RB allocations, which
satisfy the user’s connection buffer requirement (i.e., equivalent
to constraint 9b). This results in an upper bound complexity
of O(NGlog(NG)). In summation, the asymptotic upper limit
for the algorithm complexity when allocating resources for a
total of () connections can be approximated by O(Q log(Q))
when @ > NG or O(NGlog(NG)) when NG > Q.

VI. NUMERICAL RESULTS

Here, the performance of the proposed predictive schedul-
ing scheme is compared with the GRA scheme proposed in
[13] through MATLAB numerical simulations. To the best of
our knowledge, the GRA is the only reported scheme that
has been designed for optimizing the UE EE in downlink
OFDMA systems and hence is exclusively considered in our
comparison. The numerical simulations are conducted in two
different scenarios. In the first scenario, the channel is modeled
as a quasi-static block Rayleigh fading (QSBR) channel [32].
The channel is assumed constant within the 180-KHz band
of each RB during each TTI. However, it changes randomly
and independently from one subband to another (i.e., frequency
selectivity) and from one TTI to another (i.e., time selectivity).
Each UE is also assumed to experience independent fading.
Considering the Rayleigh fading in this scenario, the distri-
bution of the instantaneous (i.e., taken every subframe) received
channel SNR over each RB follows the exponential distribution
[33]. The second scenario, as shown in Fig. 6, utilizes a real
RT measurements for the propagation channel of mobile UEs
located in a part of Ottawa (i.e., north of centretown), Canada.
This location represents an area in downtown Ottawa that
includes Gloucester St., Laurier Ave W, Slater St., Albert St.,
Queen St., Sparks St., Lyon St. N, Kent St., Bank St., O’Connor
St., Metcalfe St., and Rue Elgin St. Fig. 6(a) shows the actual
RT experiment carried out using the Remcom’s Wireless Insite
tool [34].

The MATLAB model for both scenarios is implemented as
shown in the flowchart of Fig. 5. The only two variable parts
are the channel generation block located inside the initialization
part labeled by 1 and the heuristic algorithm labeled by 2. The
channel generation block is based on the simulation scenario
(i.e., channel model) being considered, whereas the second part
is based on the scheduler type (i.e., proposed optimal, proposed
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Fig. 6. Three-dimensional RT experiment for part of Ottawa City. (a) RT 3-D
view. (b) Google Map top view.

heuristic, GRA optimal, and GRA heuristic). In other words, in
the case of scenario 1, the RT-based scheduler highlighted in
Fig. 4 is assumed to have the same channel measurements as
those generated by the QSBR model. In the case of scenario 2,
the RT-based scheduler is fed by real RT measurements
conducted by the Wireless Insite tool experiment shown in
Fig. 6(a). MATLAB and the Insite tool are directly interfaced
via a piece of MATLAB script.

For both scenarios of the simulation, all users are assumed
located within a single-cell coverage and receiving downlink
connections from its serving eNB. In scenario 1, two kinds
of investigation were undertaken. The first focuses on the
performance and complexity comparison of the optimal and
heuristic versions of the proposed scheduler—described in (9)
and Section V, respectively—to that of the GRA scheduler. For
this and due to the high computational burden and latency of
the optimal scheduler, a relatively small number of UEs (i.e.,
set to be equal or less to the number of available RBs) are
admitted to request downlink connections from the eNB for
a small number of frames (i.e., the simulation time). Having
the proposed heuristic algorithm benchmarked, the following
investigation is devoted to the study of the system capacity
variations and users’ buffers queue stability only for the heuris-
tic versions of the proposed and the GRA schedulers. Thus,
the number of admitted UEs and their requested connection
duration are allowed to be increased while keeping the number
of available resources constant. This increase can be easily
handled due to the dramatic speed-up and simplicity of the
heuristic scheduler compared with its optimal counterpart. The
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evaluation of the proposed scheduler takes place at different
RT prediction ranges (or scheduling granularity) to show its
impact on the scheduler’s overall performance. For the sake
of simplicity and not exceeding the maximum page allowance,
only the second investigation has been carried out in scenario 2.

A. Scenario 1: QSBR Channel

As described earlier, scenario 1 utilizes the QSBR channel
model for setting the UEs’ propagation statistics. In MATLAB,
we generate independent and identically distributed (i.i.d.)
random variables. Each random variable, which models the
downlink channel SNR values for a certain UE over a single
RB across the selected M frames, has an exponential distri-
bution with an assumed average of 10 dB. Since the adopted
QSBR channel is known to model scattering environments with
multiple path propagation, we use the Rayleigh channel model
with the covariance function in the form of [32]

Rg(ts) = J0(27dets) (10)
where £ is the channel Gaussian process, ts is the channel
sampling time, Jy is the Bessel function of the first kind with
order 0, and fy is the Doppler frequency. To determine a
proper value for the channel coherence time 7.op, (10) should
be evaluated at different speeds of the mobile terminal and
the operating carrier frequency (i.e., taken 2.6 GHz). Taking
0.5 as a threshold value for the SNR correlation coefficient to
determine the channel coherence time, one will find that any
speed greater than or equal to 100 km/h leads to 7o, = 1 ms.
As aresult, 1 ms is assumed the sampling time for the generated
random variables.

1) Performance and Complexity Comparison of the Pro-
posed Scheme With the GRA Scheme: Here, we compare the
EE performance and complexity of the optimal and heuristic
versions for both of the proposed and GRA schemes. It is
worth noting that the GRA scheme does not utilize the RT
engine knowledge about the users’ CSI, as is the case with
the proposed scheme. As discussed earlier, the EE is compared
in conjunction with satisfying a quasi-instantaneous target rate
for each UE. Due to the inherent complexity of the optimal
solution, for both schemes, we run the optimal schedulers for
only 200 frames to find the global optimal allocations and
compare them with those in the case of the heuristic. We also
assume a small-size system that allows only three UEs, each
with single downlink connection with a unique required rate
and competing over three available RBs. The selected rates
are 13.3, 64, and 128 kb/s that typically support VoIP, audio
streaming, and FTP connections, respectively.

Fig. 7 shows how the proposed scheduling scheme per-
forms and compares with the GRA scheme in terms of the
achieved EE, particularly when increasing the scheduling time
granularity (i.e., measured in frames). Having both schedulers
satisfying the rate requirements as shown in Fig. §, it can
be seen that the proposed scheduler shows a significant EE
improvement. This improvement is shown in Fig. 7,particularly
when acquiring greater knowledge about the UE’s CSI, which
leads to increasing the optimization problem’s solution space.
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Fig. 8. Downlink rate satisfaction for optimal versus heuristic schedulers.

It is also noticed that the EE of the higher rate connections is
greater than that of the lower rate. This is due to the fact that, for
higher rate connections, the scheduler relatively allocates more
resources within each TTI to support its high volume of data.
Thus, the number of bits received for every joule consumed by
the UE per TTI becomes larger on average. However, it should
be noticed that the UE with the 128-kb/s connection have
similar EE to that of the 64-kb/s UE in case of the proposed
scheme at four frames of scheduling granularity (i.e., last two
points on the red solid line). This can be attributed to the
scheduler’s increased ability to fully satisfy the connection rate
requirement for the 64-kb/s UE at four frames of granularity
while spending half the energy consumed by 128-kb/s UE.

From another perspective, Fig. 9 provides more insight on
the increased capability, at larger time granularity, of the pro-
posed scheduler for satisfying the quasi-instantaneous rate (i.e.,
measured every 80 ms) of the 13.6-kb/s connection.

Fig. 10 shows the increase in the lifetime of batteries in
case of the proposed scheme (as function of the scheduling
granularity) compared with the GRA scheme for different UEs.
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Fig. 10. UE battery lifetime.

It is worth noting that the lifetime values obtained are strictly
dependent on the energy consumption by the UE while receiv-
ing data in the downlink and an assumed battery capacity of
2915 mAh. Thus, the lifetime results shown in Fig. 10 do not
account for any other factors that are known to deplete the cell
phone battery (e.g., running any kind of applications, uplink
transmission, synchronization with the eNB, etc).

On the other hand, the complexity of the proposed scheme
is compared with the GRA scheme in terms of the computation
time spent by the CPU to solve the allocation problem. The
computation times, as recorded by the MATLAB Profiler, are
shown in Table L.

2) Buffer Queue Stability With System Overloading in Case
of Heuristic Schedulers: After benchmarking the heuristic
schedulers for both of the proposed and the GRA schemes
in part 1 of the results, here, we only consider the heuristic
schedulers (for both schemes) for investigating the system

TABLE I
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COMPLEXITY COMPARISON

Scheme Optimal time complexity | Heuristic time complexity

GRA 56.2 hrs 184 ms

Proposed 92.9 hrs @ granularity of 2 | 213.3 ms @ granularity of 2
96.7 hrs @ granularity of 4 | 267 ms @ granularity of 4

stability when stressing the system by increasing the number
of UEs. This is due to the substantial speed-up for the heuristic
algorithm compared with solving the problem’s optimal formu-
lation. We also increase the value of M to 5000 frames (with
the same 10-ms frame duration). For evaluating high-data-
rate applications, the number of available resources per TTI
is increased to 25 (i.e., equivalent to the 5-MHz LTE channel)
instead of 3 as used in the previous part. The number of UEs is
allowed to increase from 3 to 15 in a step of 1. In addition, a
granularity of eight frames for the scheduler is added to the test
to shed light on the bigger picture for the system’s behavior.
All UEs are assumed to have a single downlink connection
with a rate of 400 kb/s (i.e., recommended bit rate for a
240p YouTube live stream). It is worth noting that the delay
requirement for each connection is considered in this analysis
as highlighted in the last part of Section II-A. In particular, the
delay is bounded by satisfying the effective quasi-instantaneous
rate for all the requested connections within a time horizon
that does not exceed 100 ms (i.e., the typical packet delay
budget for various services such as conversational voice, real-
time video, and games [16]). In addition, the packet delay
jitter that is a crucial QoS parameter for certain traffic types
(e.g., VoIP and online gaming) is not considered in this paper.
However, a more generalized system model and optimization
framework is currently under development, which accounts
for modeling and controlling the packet delay jitter for jitter
sensitive applications.

The results shown in Fig. 11 show how the UE buffer queue
length increases with the number of UEs for both of the pro-
posed scheme and the GRA scheme [13]. This increase is a di-
rect result of overloading the system available resources with a
potentially increasing number of connections. The results con-
firm that the proposed scheme outperforms the GRA scheme
particularly when increasing the scheduling time granularity.
This increase leads to maintaining the average queue length
per UE at an acceptable level for a larger number of admitted
UEs. More specifically, for the GRA scheme, it is clear that the
instability point (i.e., the point at which the UE buffer length
grows without bound) appears at a smaller number of UEs
compared with the proposed scheme. As a result, the proposed
scheme is capable of increasing the system’s resistance to
instability and hence potentially increases the system’s capacity
to admit more users. This is obvious for the proposed scheme
with eight frames of granularity that can support up to eight UEs
compared with the GRA scheme that can only support up to five
UEs while having an equal number of available resources. In
addition, the results shown in Fig. 11 confirm the idea explained
in Fig. 1. Our predictive scheduler is capable of meeting the
QoS requirements while allocating a fewer number of resources
when operating at higher time granularity, thus having higher
UEs’ admittance capacity.
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As a consequence of the queue stability regions shown in
Fig. 11, the average achieved rate per UE depicted in Fig. 12
could be directly justified. In other words, the deviation of the
average achieved rate per UE from the target (i.e., 400 kb/s)
as the number of UEs grows reflects the growth in the queue
length noticed in Fig. 11. However, the system capacity is
the same (i.e., the total cell rate), as it should be, although
the average rate per UE is changing with the number of UEs.
From another perspective, the distribution of the total cell rate
among different UEs, as shown in Fig. 13 for the case of
15 UEs, evaluates the inherent fairness property of our proposed
heuristic algorithm among different UEs with the same traffic
connection requirements. This property is implicitly understood
from the explanation of the algorithm provided in Section V. In
particular, the uniform distribution of the total cell rate among
all UEs (i.e., taken as a fairness indicator) shown in Fig. 13 is
the result of continuously changing the scheduling priority
among users having the same service requirements based on
their varying queue lengths (i.e., equivalent to the through-
put history). The same strategy is used in the well-known
proportional-fairness scheduling policy. It is also worth noting
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that the fairness is considered in the optimal model described
in (9) by setting equal values to the weighting factor ay p,
to connections having the same service requirements across
different UEs.

In addition to its ability of increasing the number of serviced
UEs, the EE improvement provided by our proposed scheme is
noticed. This is shown in Figs. 12 and 14. We start by focusing
on the common stability region for all curves where the number
of UEs increases from 3 to 5. A significant increase in the EE
is clearly noticed in Fig. 14 for the proposed scheme over the
GRA scheme. This increase ranges from 38.43% at granularity
of 2 frames and to 62.47% at granularity of 8 frames. This is
due to a substantial drop in the energy consumption by the same
percentages, as noticed in Fig. 14, while almost having the same
average rate per UE as shown in Fig. 12.

Another conclusion could be drawn from Fig. 14. It could be
noticed that, for each curve, the energy consumption slightly
increases as the number of UEs grows until it reaches the



TABLE 11

SIMULATION PARAMETERS
Parameter Setting
Number of UEs 15
UE speed 50 Km/h
UE route length 690 m
Number of available RBs 3
Operating frequency 2.6 GHz

Available MCS

refer to Table II in [6]

Channel model

RT using SBR technique

Layout

urban with 1 microcell

Cell dimensions

1016 m (L) x 673 m (W)

Building walls relative permittivity (g,) 3 [35]

Building walls conductivity (c) 0.005 S/m [35]
Building walls thickness 20 cm

Ground permittivity (€,) 15 [35]

Ground conductivity (G) 7 S/m [35]

eNB antenna type vertical isotropic
eNB antenna height (above the ground) 57 m

eNB transmit antenna input power 48 dBm

UE antenna height (above the ground) 2m

Simulation time

50 sec (i.e., 5000 frames)

maximum value before the corresponding instability point (e.g.,
six UEs for the GRA scheme curve). This is due the higher
load experienced by the system’s frequency resources. In other
words, when the system is stable (or relaxed), increasing the
number of UEs slightly limit the energy optimization due to
the increasing load on the limited available resources. Hence,
the average energy consumed per UE shows a slight increase
(i.e., lower optimization efficiency). However, that effect be-
comes less pronounced in the case of the proposed scheme as
the scheduling granularity increases, compared with the GRA
scheme. This can be seen when comparing the rising slopes of
the GRA scheme and the proposed scheme with granularity of
eight frames curves in Fig. 14.

B. Scenario 2: RT-Based Channel

In this scenario, we examine a practical use case for measur-
ing the performance of our scheduling scheme in comparison
with the GRA scheme. We used a commercial radio propaga-
tion prediction software named Wireless Insite that is offered
by Remcom Inc. [34] to build a realistic 3-D urban scenario, as
shown in Fig. 6(a). The scenario detailed parameters are listed
in Table II. The reason behind conducting this experiment with
real RT measurements for the propagation channel is to provide
insight on the performance bounds of our scheduling scheme
with two different channel models, one of which is based on a
practical scenario. Therefore, the results of scenario 2 should be
looked at in comparison with that in scenario 1, which utilizes
one of the common channel models used in the literature (i.e.,
QSBR model).

Unlike the results obtained in Fig. 11, both of the buffers’
stability performance and the system’s admittance capacity
for the proposed scheme showed a slight improvement over
the GRA scheme, as demonstrated in Fig. 15. We attribute
this different behavior due to the slow fading channel of the
chosen urban scenario where the UEs are moving with a
speed of Vyg = 50 km/h. This slow speed results in much
greater channel coherence time (i.e., 7con > 10 ms) compared
with that used in scenario 1 (i.e., 7con, = 1 ms). Consequently,
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our proposed predictive scheduling scheme is not able to ex-
ploit better scheduling chances, as is the case in simulation
scenario 1, particularly at the selected low granularities. How-
ever, it is still believed that arbitrarily increasing the scheduling
granularity would be able to show better stability performance
and increased system’s admittance capacity than that shown in
Fig. 15. However, this is beyond the scope of this paper due to
the expected delay limitations that might appear in this case.
In the same context, the drop in the average rate per UE that
appears in Fig. 16 is consistent with the results shown in Fig. 15.

On the other hand, despite the stability performance observed
in Fig. 15, a substantial energy reduction percentage per UE
for the proposed scheme within the stability region (i.e., the
number of UEs = 3-10) in Fig. 17 still exists. This reduction
ranges from 25% to 56.6%, compared with the GRA scheme.
Thus, although failing to boost the system’s capacity, our pro-
posed scheme is still able to improve the UE’s EE by increasing
the scheduler’s time granularity in the presence of slow-varying
channels.
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VII. CONCLUSION

In this paper, we have developed a framework for imple-
menting a QoS-aware energy-efficient predictive scheduling
approach for the downlink in OFDMA-based cellular systems
utilizing the well-known site-specific RT approach.

First, we proposed the downlink RT-based scheduling sys-
tem. Second, based on a practical model for the LTE UE
power consumption, we formulated a hard-constrained quasi-
instantaneous rate problem with an objective to minimize the
UE’s receiving energy consumption in the downlink. Due to
the natural channel capacity limitations, and for accounting
only on the dominant components of the UE’s receiver power
consumption model, our problem formulation undergoes a se-
ries of modifications until we reach a practical formulation.
Third, we designed a heuristic algorithm to relax the inherent
computational burden in the optimal scheduler. To study the
performance bounds, the proposed schedulers were compara-
tively evaluated with respect to the GRA scheme [13] twice,
once in the presence of fast (i.e., QSBR model) and again in the
slow (i.e., practical 3-D urban scenario) fading channels. In the
presence of the fast fading channel, our proposed scheme was
able to improve the EE and the scheduler’s capacity to serve
more UEs by up to 62.47% and 60%, respectively, compared
with the GRA scheduler. On the other hand, in the presence
of the slow fading channel, despite showing no effect on the
scheduler’s admittance capacity, the proposed scheme was still
able to improve the UE’s EE by up to 56.6% compared with the
GRA scheme.

To summarize, it could be seen that our proposed scheduling
scheme can work effectively and cooperatively with the current
3GPP LTE DRX power management scheme to prolong today’s
smartphone battery lifetime per charge.
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